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Abstract  
The article describes the main approaches to the automated determination of authorship of 

texts based on the analysis of copyright styles. The architectures of a convolutional neural 

network, a multilayer perceptron, and LSTM neural network were proposed to solve this 

problem. Also, experiments were conducted in which the effectiveness of each of the 

proposed approaches was evaluated using the example of the task of determining the 

authorship of English-language poems.  
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1. Introduction 

Currently, the task of determining the authorship of a text is solved by analyzing the characteristic 

features of the language and copyright techniques using syntactic, lexical, phraseological, and stylistic 

analysis of the text. This is a time-consuming process, including an analysis of the author’s texts by 

an expert to identify the features of his style. Hence the need for automation of this process. 

In most cases, the following approaches are most often used to determine authorship of texts: 

mathematical statistics and probability theory, neural networks, cluster analysis, pattern recognition 

theories, etc. 

The purpose of this work is to assess the applicability of machine learning methods to solve the 

problem of determining the authorship of the text and to compare models of neural networks in 

solving this problem. 

Formal methods for determining authorship of texts are divided into two large groups: statistical 

methods and machine learning. The application of machine learning methods to determine the author 

of the text in the framework of the current study was investigated [1]. Machine learning algorithms 

include several categories: 

 genetic algorithms 

 neural networks, 

 Bayesian classifier, 

 decision trees, etc. [2] 

The application of statistical methods for analyzing the authorship of the text was carried out in [3-5]. 

The authors of the study proposed a method based on taking into account statistics on the use of 

syntagmatic chains in the text. The accuracy of this method was less than 65%. 

The “Linguoanalyzer” system [5] determines the author of the text by applying compression 

algorithms and Markov chains. This software system could determine the author with an accuracy of 

70 to 89 percent depending on the length of the text. 
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The SMALT system [6-7] is based on dependency trees and types of relationships and statistical 

methods for analyzing a literary text. However, the authors were unable to achieve a sufficiently 

accurate determination of the author of the text using both 16 and 156 attributes. 

The basis of the software system “Autologist” is the construction of a binary classifier. In this 

method, all texts from the training and test sets are expanded into a very large vector indexed by 

words. In this case, the texts are two sets of points from the training set in multidimensional space - 

some of them belong to the author, while others do not belong. This software system has achieved an 

average accuracy of 88% [8-9]. 

Despite the results obtained by researchers in the field of detecting authorship of texts of various 

styles, the use of machine learning methods to solve such problems will allow one to obtain better 

results, taking into account their effectiveness in working with natural language. 

2. Models and implementation 

The dataset for research is a collection of poems in English. This collection is publicly available in 

the Kaggle system [10]. 

The data set consists of 15638 poems by 3310 authors. Poems were chosen for the study, as the 

author's style is more expressed in them. English texts were selected. 

The development was carried out in the online service Google Colab in Python [11]. The 

following libraries were used: 

 Keras library [12] for building models of neural networks; 

 pandas library for working with selections 

 spaCy library for word processing 

 matplotlib library for graphing. 

We assume that there is a target author of the training and its reference texts (poems) and many 

other authors with their texts (poems). From here the binary classification problem is formed. 

For machine learning, it is necessary to divide the data set into training and test sets. In this 

implementation, the division was made 80% to 20% in the training and test sets, respectively. 

One of the most important components of the author's style is the syntactic construction of 

sentences in its texts. It is on this idea that this study is based. 

The spaCy library is used for parsing text. spaCy encodes all strings into hash values to reduce 

memory usage and increase efficiency. 

The schematic parsing of the proposal by the spaCy library is shown in Figure 1. 

 
Figure 1: Parsing schema 

 

A classifier was developed based on the k-nearest neighbors’ algorithm [13]. Poems are presented 

in vector form. The algorithm for vectorizing poems includes the following actions: 

 each word in the poem is represented in vector form using the Word2vec library (the 

pretrained GloVe model was used) [14, 15];  

 vectors of all words are added; 

 the resulting vector is normalized according to the length of the poem in words; 

 an average vector of all words in the poem is obtained (presumably it expresses the theme of 

the poem). 



The author's poems form his vector space. In the case of a binary classification, two sets of vectors 

will be obtained corresponding to the poems of the two authors, which are included in the training 

dataset. The belonging of poems from the test dataset is determined by the k-nearest neighbors 

method. 

For experiments, the following neural network models were selected: 

 multilayer perceptron; 

 recurrent neural network LSTM; 

 convolutional neural network (CNN). 

The multilayer perceptron model consists of the following layers: 

1. Layer Embedding; 

2. Layer Flatten; 

3. A fully connected Dense layer with 256 neurons and a relu activation function. 

4. A fully connected Dense layer with 64 neurons and a relu activation function. 

5. A fully connected Dense layer with one neuron and sigmoid activation function. 

The neural network LSTM model consists of the following layers: 

1. Layer Embedding; 

2. LSTM layer with 128 neurons; 

3. LSTM layer with 64 neurons; 

4. A fully connected Dense layer with one neuron and sigmoid activation function. 

The convolutional neural network (CNN) model consists of the following layers: 

1. Layer Embedding; 

2. Layer Conv1D with 256 neurons and relu activation function; 

3. Layer Conv1D with 64 neurons and relu activation function; 

4. Layer GlobalMaxPooling1D; 

5. A fully connected Dense layer with 30 neurons and a relu activation function. 

6. A fully connected Dense layer with one neuron and sigmoid activation function. 

All models use the “adam” optimizer, the “binary_crossentropy” loss function, and “the accuracy” 

metric. In all models, the embedding layer is a fully connected layer consisting of 16 ordinary 

neurons. The last layer of each model has a sigmoid activation function, which is one of the best in 

solving the binary classification problem. 

3. The results of the experiments 

The 10 authors with the highest number of poems in the dataset were selected to conduct the 

experiments. 

45 experiments were carried out. The experimental results are shown in Figure 2. 

 

 
Figure 2: Assessment of the accuracy of the developed classifier 
 

The average classification accuracy was 73.8%. 



The idea of the work is that we can get a higher classification accuracy by combining the estimates 

of the neural network classifier described in [16] and the classifier based on the k-nearest neighbors 

algorithm. 

Thus, the assessment will take into account both the author's style of the poem and its theme. 

The convolutional neural network model was chosen as a neural network classifier, since it 

showed the best results in the experiments of [16]. 

The combination of scores is done as follows: 

 let 𝑥1 ∈ R[0:1]  is the neural network classifier estimate; 

 𝑥2 ∈ R[0:1] is an estimate of the classifier based on the k-nearest neighbors algorithm; 

 Then 𝑥3 =  𝑥1
2 + 𝑥2

2  is the combined estimate; 

 Combining by squaring numbers allows you to compensate for discrepancies in estimates. 

For the experiment, poems by two authors (William Shakespeare, Alfred Lord Tennyson) were 

taken from the dataset since they have the largest number of poems in the dataset. 

The training and test set were divided at a ratio of 75% / 25%. 

3.1   Multilayer perceptron 

The multilayer perceptron has been trained for 8 eras. Learning speed 2 seconds per era. The 

training schedule is shown in Figure 3. 

 
Figure 3: Perceptron training graph 

 

This graph shows a correlation between accuracy in the training and test sets. This suggests that 

perhaps the model has extracted the correct features. Also on this graph, the accuracy of the training 

set is constantly growing, which means the model is successfully trained. 

Figure 4 shows the result of evaluating the accuracy of a classifier based on a convolutional neural 

network. The accuracy was 77.5%. You can also see that this classifier is more inclined to assign 

poems to the second author (25 out of 40). 

 

 
Figure 4: Classification accuracy (convolutional neural network) 

 



3.2  LSTM neural network 

LSTM neural network trained 8 eras. The training time averaged 16 seconds per era. The training 

graph is shown in Figure 5. In this graph, there is a correlation between accuracy in the training and 

test sets, but it is much weaker, which means that the model found incorrect signs. Accuracy in the 

training set does not tend to grow continuously, therefore, the model does not learn. Thus, the model 

is incorrectly constructed, the hyperparameters of the model are incorrect, or the LSTM network is 

poorly suited for this form of data representation. 

 

 
Figure 5: LSTM network training schedule 

 

Figure 6 shows the result of evaluating the accuracy of the classifier based on the k-nearest 

neighbors algorithm. The accuracy was also 77.5%. 

 

 
Figure 6: Classification accuracy (developed algorithm) 

3.3   Convolutional neural network 

The convolutional neural network (CNN) model has been trained for 16 eras. Learning speed 

averaged 1 second per era. The training graph is shown in Figure 7. This graph shows a correlation 

between the accuracy of the training and test sets. This suggests that perhaps the model has extracted 

the correct features. Also on this graph, the accuracy of the training set is constantly growing, which 

means the model is successfully trained. 

The convolutional neural network (CNN) training schedule is shown in Figure 7. 



 
Figure 7: Schedule for convolutional network training (CNN) 

 

Although classifiers have the same precision, they make different mistakes. Therefore, they can 

compensate for each other's inaccuracies. The result of assessing the accuracy of the combined 

classifier is presented in Figure 8. 
 

 
Figure 8: Accuracy of classification (combined classifier) 

 

It was possible to improve the classification accuracy to 82.5% as a result of combining the 

estimates. The increase was 5% in absolute terms and 6.45% in relative terms. 
 

4. Conclusion 

As a result of the project, a text presentation method was proposed for computing neural networks 

with partial preservation of the author's style. In addition, models of neural networks were 

implemented such as a multilayer perceptron, LSTM, a convolutional neural network. An assessment 

was made of the quality of work of these models in the task of determining the authorship of poems 

and a comparison was made based on the results of which a rating of models can be made: 

1. convolutional neural network; 

2. multilayer perceptron; 

3. LSTM neural network. 

You can make an assessment and comparison based on the results of quality assessment of trained 

models. The multilayer perceptron showed good results, but its accuracy in determining the poems 

belonging to the author is small. The LSTM neural network better defines poems belonging to the 

author, however, the accuracy of determining non-author poems is too low. In general, the LSTM 

model of the neural network has been trained much longer and worse. The convolutional neural 

network (CNN) turned out to be the best, albeit slightly inferior in terms of final accuracy to the 

multilayer perceptron. 

An algorithm for combining scores has been implemented. 



The efficiency of the work of both a classifier based on the k-nearest neighbors algorithm and a 

combined classifier was experimentally proved. 

We managed to improve the classification accuracy by 5% in absolute terms and by 6.45% in 

relative terms. 
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