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Abstract  
The paper represents the model for image captioning based on convolutional fuzzy neural 

networks and adversarial training process. The structure of the models, the training 

algorithms are proposed.  
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1. Introduction 

Image Captioning problem [1, 2] consists of two stages: foto or video analysis and forming the 

natural language descriptions according to the previous analysis. The problem is really complicated 

because of necessity to use a complicated combination of different data types (visual and linguistic 

information) processing methods [2]. 

The problem of Automatic Image Captioning has great perspectives in different practice fields: 

intelligent analysis of the big data, technological processes control, computer-human interaction, 

automatization in various subject areas. First attempts to solve image captioning problem were in 

1900s [3, 4]. 

Nowadays due to increasing of the general word information and complication of practice problems  

generative image captioning methods are most popular. Most of them are based on deep neural 

networks. There is traditional image captioning architecture: Convolutional Neural Networks (CNN)  

and Recurrent Neural Networks (RNN). CNN reads the source data (raw pixels of the given image) and 

transforms it into a rich fixed-length vector representation. This vector is used as the initial hidden state 

of a RNN that generates the target descriptive sentence in natural language [5, 6, 7]. The training 

process can be general for the both parts or separate for the CNN and RNN. As a rule typical back 

propagation algorithms are used for training [8, 9]. 

 This paper represents the model for image captioning based on adversarial training process using 

hybrid convolutional fuzzy neural networks. 

2. Adversarial training for automatic image captioning 

Generative Adversarial Nets (GANs [10]) that implement adversarial training have been used to 

produce samples of photorealistic images, to model patterns of motion in video, to reconstruct 3D 

models of objects from images, to improve astronomical images, etc. Adversarial learning is a variant 

of training a probabilistic model using variational approximations that try to construct the best 

approximation to a complex posterior distribution, choosing it from a rich set of distributions 
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generated by a neural network. The output will be a network that can generate new examples from a 

good approximation to the posterior distribution [11]. 

GANs represent a combination of two neural network: one network (generative model G) 

generates candidates and the other (discriminative model D) evaluates them. Typically, the generator 

G learns to map from a latent space to a particular data distribution of interest, while the discriminator 

D discriminates between instances from the true data distribution and candidates produced by the 

generator. This is the implementation of adversarial training: the generative model’s training objective 

is to increase the error rate of the discriminative model (i.e., "fool" the discriminator network by 

producing novel synthesized instances that appear to have come from the true data distribution). 

Let Z – the space of hidden (latent) factors, on which the prior distribution is given pz(z), X– 

output data space. Then G=G(z, θg):Z→X and D=D(x, θd):X→[0,1]. The discriminator maps objects 

from data space to a chunk [0,1],  that is interpreted as the likelihood that the example was actually 

"genuine" from pdata, but not generated from pgen. The goal of the discriminator is to maximize the 

target function value in (1) 

𝐸𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[log𝐷(𝑥)] + 𝐸𝑥~𝑝𝑔𝑒𝑛(𝑥)[log(1 − 𝐷(𝑥))], (1) 

where pgen(x) – distribution generated by the generator,  𝑝𝑔𝑒𝑛(𝑥) = 𝐺𝑧~𝑝𝑧(𝑧). On the other hand the 

generator’s goal is to “fool” the discriminator by minimizing the target function value in (2) 

𝐸𝑥~𝑝𝑔𝑒𝑛(𝑥)[log(1 − 𝐷(𝑥))] = 𝐸𝑧~𝑝𝑧(𝑧)[log(1 − 𝐷(𝐺(𝑧)))], (2) 

So we can see that the discriminator and the generator has a competition by solving optimization 

problem in (3) 

min
𝐺

max
𝐷

𝑉(𝐷, 𝐺), 

where 𝑉(𝐷, 𝐺) = 𝐸𝑥~𝑝𝑑𝑎𝑡𝑎(𝑥)[log𝐷(𝑥)] + 𝐸𝑥~𝑝𝑧(𝑧)[log(1 − 𝐷(𝐺(𝑧)))]. 

(3) 

In this paper we propose image captioning approach based on the Sequence Generative 

Adversarial Nets (Sequence GANs [12]). 

The model consists of following components. 

1. Convolutional neural network that is used as an image “encoder”. 

2. Recurrent network that produces natural language descriptions. This is the generator G during 

adversarial training. 

3. Another convolutional neural network that is used as the discriminator during adversarial 

training process. 

VGG16 model [13] is used for image encoding (CNN), LSTM (Long-Short Term Memory [14]) 

recurrent network is used for generating text descriptions (G). We choose the convolutional fuzzy 

neural network as the discriminator (D) for text (token sequence) classification. 

The discriminator provides the adversariness of the training process. Only the CNN and the 

generator G work during production of the model. 

There are some difficulties during adversarial training in the case of discrete data (text tokens) 

[15]. That’s why we can’t using typical gradient descent backpropagation training algorithm [16]. To 

solve these problems we use the  reinforcement learning (RL) modification [17] to train the proposed 

model. The generative model is treated as an agent of RL. In the case of adversarial training the 

discriminative net D learns to distinguish whether a given data instance is real or not, and the 

generative net G learns to confuse D by generating high quality data. We also use Monte-Carlo tree 

search [18] to compute average “reward” for the agent (the generator).  

The training process of the proposed model consists of the following steps. 

Step 1. Initialization and pre-training: 

1.1. Pre-training G; 

1.2. Generating negative samples using CNN and G; 

1.3. Pre-training D; 

Step 2. Training (N epochs): 

2.1. Training G for g epochs; 

2.2. Generating negative samples using CNN and G; 

2.3. Training D for d epochs. 



Note, that the CNN training is a separate process that is done before the adversarial training starts. 

The training process is presented in the Figure 1. 
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Figure 1: The adversarial training process of the proposed generative model 

3. Convolutional fuzzy neural network for binary text classification  

In [12] the type of CNN is used as the discriminative model. We propose the convolutional fuzzy 

neural network [19] for binary text classification during adversarial training. 

Nowadays Convolutional Neural Networks (CNN) are one of the most powerful approaches to 

solve image and other data types classification problems.  However, it is still difficult to detect the 

boundaries between classes in the classification of complex objects or complex real-world scenes. 

These classification objects are often characterized by uncertainty and inaccuracy in its representation 

and have a complex structure with non-isolated, overlapping classes. To enable a system to deal with 

cognitive uncertainties in a manner more like humans, one may incorporate the concept of fuzzy logic 

into the neural networks. For practical purposes, a fuzzy neural network is often more effective than 

just a fuzzy network or an ordinary (classical) neural network, as it allows indeterminate and 

inaccurate information processing [20]. 

The proposed Convolutional Fuzzy Neural Network (CFNN)  model's architecture is built up of 

four types of layers: convolutional layer, pooling layer, Self-Organization (or Fuzzy) Layer, and fully-

connected layer. To form a full Convolutional Fuzzy Neural Network architecture we stack three 

parts: 

 a convolutional network (convolutional and pooling Layers); 

 The Self-Organization Layer (The Fuzzy Layer); 

 a classifier (some fully-connected layers). 

 In contrast to regular Convolutional Neural Network, the CFNN includes The Self-Organization 

Layer (The Fuzzy Layer, [21]) that is a kind of preprocessor. It is situated between the convolutional 

network and the classifier (a kind of postprocessor).  

The convolutional network (part 1) takes an input images and form some abstract high-level 

properties of it by series of convolutional and pooling layers interchange. 

The Fuzzy Layer performs a preliminary input data distribution into a predetermined number of 

clusters. Note that these clusters are not equivalent to output classes and the number of clusters and 

target classes can differ. The outputs of the Fuzzy Layer (part 2) neurons represents the values of the 

membership functions for the fuzzy clusters of input data. These membership grades indicate the 



degree to which data points belong to each cluster. These values goes to the input of a classifier (part 

3). Its output is the full CFNN output (the class scores). 

The tuning of the proposed CFNN consists of 3 independent stages. 

1. Training the convolutional network (a regular CNN corresponding to the determinate CFNN) 

to form some abstract properties of the input image. Backpropagation algorithm is used on this 

stage.  

2. Tuning of the fuzzy layer parameters that is called self-organization. The Fuzzy Layer is self-

organizing. It is trained in an unsupervised way using a competitive learning scheme. Self-

organization of the "fuzzy layer" means choosing the positions of the clusters centers (choosing the 

parameters of the membership functions in the formula above). Various fuzzy clustering 

algorithms can be applied (C-means algorithm, Gustafson-Kessel algorithm). 

3. The classifier training. The parameters of the convolutional and fuzzy layers are stable. Only 

fully-connected layers weights are tuning. The  classifier is trained by a standard backpropagation 

algorithm. 

These stages are presented in the Figure 2. 
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Figure 2: The tuning of the proposed CFNN 

4. Automatic Image Captioning Method  

The general scheme of the proposed Automatic Image Captioning Method based on adversarial 

training and hybrid convolutional fuzzy neural network is presented in the Figure 3. 
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Figure 3: The general scheme of the proposed Automatic Image Captioning Method 

 

Earlier some experimental work to measure the effectiveness of the adversarial training for image 

captioning has been performed [22]. It shows that the proposed method could provide better text 

descriptions compared to known baseline of CNN and RNN. 

On the other hand some experimental work to measure the effectiveness of CFNN has been performed 

and show that the CFNN could provide better accuracy in image classification in less training time [19].  

Now simulation modeling of the proposed method are being carried out to check the quality  of 

solving image captioning problem using adversarial training and hybrid fuzzy neural networks. 



5. Conclusion 

The paper represents the automatic image captioning method based on convolutional fuzzy neural 

networks and adversarial training process. 
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