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Abstract  
An intellectual system based on the technology of direct imposition of knowledge using a 

five-level system for handling the fuzziness of the natural language, the relativity of 

knowledge and the inaccuracy of the logical conclusions used is considered. Special 

knowledge models – molingas – with confidence factors are used to account for the 

ambiguity of the natural language. A two-level inference system for decision making on 

knowledge bases based on molingas is described.  
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1. Introduction 

The problem of fuzziness has always been one of the main ones in the field of creation of 

intelligent systems (IS), starting with expert systems (ES) [1]. Of course, at the source were the 

fuzziness of the human natural language (NL) [2], the fuzziness of human thinking and the lacking 

knowledge of people about the world around them [3, 4]. 

Here we’ll talk about IS based on technology of “direct imposition” of knowledge (TDIK) 

[5, 6, 7, 8, 9, 10, 11]. There are several problems that this technology solves in a certain way to 

overcome the situation with “fuzziness”.  

The first problem is the need to relatively objectively reflect human knowledge as it is, since the 

known models of knowledge are production models, semantic networks, frames, ontologies [1, 12] 

distort the semantic essence of the modeled object / knowledge. 

The second problem is in accounting for the reliability of the modeled knowledge [13]. 

The third problem is the fuzziness of the NL. There are quite a few ways to take this situation into 

account [1, 14].  

The fourth problem is in question: how to obtain at least a satisfactory result in terms of reliability 

using fuzzy knowledge in the process of logical inference (LI), especially on a knowledge base (KB) 

of significant volume. Zadeh's approach here finds itself in a difficult situation [1, 14]. 

The fifth problem is in finding a satisfactory solution for the user [15, 16]. So far, almost all 

known approaches got “stumped” by this problem, both within the framework of traditional IT 

technologies (Internet) and IS - IHS Goldfire [17], Watson [18], OSTIS [19]. 

2. Applied modelling base of knowledge 

The considered IS on the basis of TDIK has a knowledge base and an inference engine that 

provide solutions in fuzzy conditions. But the knowledge modeling process can be surprisingly 

complicated. It is well known that “a simple sentence ... remains the basic unit of text syntax ...” [20]. 

Simple sentences of the text (complex ones are broken down into simple ones) are represented by a 

small semantic network with the compilation of dictionaries of terms, relationships, qualitative, 
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quantitative and linguistic features. Excessive emotions are removed from sentences, they are 

simplified with preservation of the semantic meaning [21] and become the basis of the molingas. 

Molingas have the following form [6, 7, 10] 

𝐷; 𝑃; 𝑍; 𝐾; 𝐹; 𝑁 
    (1) 

Here D is a set of identifiers. The identifier is a composite number, including the number of the 

reference to the text, the chapter number, the paragraph number, the section number of the paragraph, 

the indent-section number and the sentence number in this indent-section of the text. Every identifier 

for this molinga from all texts Тi is provided, for every case where contents of molinga occurred. 

There can be many texts within supertext [22] with i = 1,2,…,n. The sameness in the semantic sense 

of sentences and formation of the same molingas are ensured by the expert editor when he introduces 

semi-automatically (knowledge editor is already developed) the molingas into the IS knowledge base. 

The expert editor himself, as before for ES [1], determines the semantic meaning of the input. 

Only now there is no need for further debugging of the LI results to ensure the reliability of the results 

obtained during the operation of the ES. It is by introducing molingas with the participation of a 

specialist that the first problem is solved - the need to objectively reflect human knowledge as it is, 

which has already been tested in theory and practice of ES. 

The element P is the condition for the applicability of the molinga’s core. The main element of the 

molinga is the core Z - a simulated simple sentence, although it can be complex sentence too (if 

necessity arises). In K is the code sequence of the numbered dictionaries that affix the position of 

words within the core of the molinga, these words being present in corresponding dictionaries. 

F contains the confidence levels of the molinga in the form of confidence factors (CFs) fj (j – index 

of molinga in the KB), as applied once in the ES MYCIN with an indication of the confidence range 

from -1 (absolute false) to +1 (absolute true) [1]. This proven method solves the second problem of 

accounting for the reliability of the modeled knowledge. Element N is the postconditions of the 

molinga that are in effect if the molinga’s core is realized. They describe the actions and procedures to 

be performed, such as showing figures, tables or calculating formulas.    

The KB becomes a set of short semantic networks that are externally readable as short sentences 

[5, 6, 7, 10]. Along the way, molingas solve the problems of synonyms, homonyms, dialect words, 

etc. by modeling knowledge by an expert editor when creating an IS knowledge base. This allows you 

to insert into the knowledge base the understanding and meaning of the knowledge contained in the 

texts. This also has to do with the solution of the third problem - NL fuzziness. A special dictionary of 

interpretations is introduced, including the variants of the semantic meaning of a particular word, 

phraseological unit, metaphor and their definitions used in the knowledge base. For example, this 

concerns the term bow, which has different semantic meanings will be defined as bow1, another - 

bow2, the third - bow3, etc. 

The next question is how to organize the knowledge contained in supertexts, which are inevitably 

utilized in many ISs [17, 18, 19]? 

The integration of knowledge quickly became the main one, which developed on the basis of 

different approaches. The first was the use of unified knowledge bases for ES. This succeeds for a 

limited number of tasks with a limited amount of information and knowledge. Another approach is 

modeling individual texts with knowledge models, and then deriving solutions based on them [23, 24]. 

The general drawback of this approach is the endless enumeration of solution options, an attempt to 

restrict it by heuristic methods leads to too approximate (imprecise) solutions. It received the most 

serious development in the Watson IS [18], in which the initial sources are automatically modeled, and 

in the LI process, to obtain an adequate answer, multivariate analysis and synthesis is carried out on the 

basis of a powerful computing complex, which boils down to a shortened search for suitable answers 

among the practically infinite number of options.  

But there is also a completely different version of knowledge integration called TDIK [5, 7, 9]. The first 

time such a thing was used by J. Gray [25, 26] for data processing in the creation of a virtual astronomical 

observatory. Other groups of specialists are approaching a similar solution, for example [13, 27]. 

 It is well known that texts have the property of intertextuality [28]; the texts contain a part of other 

texts - by other authors. 

The TDIK is implemented as follows. The texts are broken down into simple sentences and 

calculation models and visual and graphic images attached to them through postconditions. These 



simple sentences are transformed into molingas by an expert editor, with encoding of the word order 

in the molinga’s cores with the entry of words into the appropriate dictionaries and the assessment of 

the confidence level of the moling in the form of a CF value fj.  If molinga cores happen to be the 

same or semantically identical to those molinga cores that are already in the IS knowledge base, their 

identifiers are added to existing set of molinga’s identifiers. A feature of this approach is a 

significantly smaller volume of knowledge base of supertexts in comparison with other methods of 

obtaining a knowledge base [7]. 

The third aspect of the situation is how to find solutions using IS? 

In most ISs, the well-known LI methods are used to work on knowledge bases and supertexts [1, 18, 29] 

and intelligent information retrieval and its integration [16, 30]. The key problem here is that since 

knowledge models are built on the basis of terms extracted from the source texts, they are combined 

again when outputting into some texts that are understandable to the user and which would have a 

sufficiently reasonable meaning. This is due to the extreme semantic complexity of words (and word 

order) within the sentences of text [2, 20, 30]. Sentences in texts are also semantically related, but in 

simpler manner [28]. Many ISs use these capabilities poorly. The proposed technology uses a two-

stage scheme. First, in accordance with the task of the decision-maker (DM), on the basis of the LI on 

the knowledge base of the IS, the answer options are built according to the degree of reduction of the 

CF, and then, in the process of the dialogue-associative search, the DM finds solutions as a result of 

the discourse with the IS [6, 7, 31]. Here we come to the fifth problem, but have not yet analyzed the 

solution to the fourth problem and have not talked more specifically about the IS itself. 

3. Various IS options for working with KB in TDIK mode 

The IS with knowledge base based on TDIK can be: a mass production model for an individual 

consumer in the form of an intelligent electronic book - elinga [5, 6, 7], in an individual version for a 

separate enterprise - an analytical knowledge management system (AKMS) [5, 7] and for general use by 

a mass consumer in the form of a library for analytical accumulation of knowledge (LAAK) [8, 31]. 

Let's take a closer look at the example of elinga as a basic technology. 

Elingas will allow: to enter a large amount of knowledge into them; for decision makers to receive 

an answer quickly by asking questions to elinga; to be purchased at low cost; the user to work in a 

wide subject area; the user to gradually receive results at the level of the best specialists in the world 

and above. For the consumer, Elinga acts as a “bearer of knowledge” [6], or in other words, a local 

library of knowledge in a specific subject area. Elinga creates its own special environment for finding 

rational solutions quickly and efficiently.   

The elinga includes Figure 1 [5, 6, 7]: software that implements the LI machine, an intelligent 

interface, knowledge base and auxiliary programs. Knowledge base includes - dictionaries of terms, 

relationships and their equivalents, knowledge itself, in the form of molingas, calculation models 

(subroutines), visual and graphic images. 

 

 
Figure 1: Structure of Elinga 



The main modes of elinga operation include [9]: a separate mode for inputting knowledge and 

operating modes - a mode of working with a dialogue, an LI mode, a mode for outputting source texts 

and a cohesion mode. The operating modes are used either to simply find information in the process 

of dialogue with the knowledge base of the elinga, or requests are set to find a solution in some 

situation that interests the decision maker. To search for simple information, the text output mode is 

suitable, either completely, close to the original, or, partially, in the cohesion mode [28]. 

The LI mode is implemented by a separate program - an inference engine with the participation of 

the KB block and the dialogue block. The program is based on well-known principles [1, 31, 32], only 

the results of working with knowledge base with new knowledge models are somewhat unusual.  

LI, in general, can be represented as [31, 32]: 

𝐹1, 𝐹2, ⋯ , 𝐹𝑝

𝐺
(𝑅) 

(2) 
 

where 𝐹1, 𝐹2, ⋯ , 𝐹𝑝, 𝐺 are formulas of some theory Г, i.e. 𝐹1, 𝐹2, ⋯ , 𝐹𝑝, 𝐺 ∈ Г. 

Here 𝐹1, 𝐹2, ⋯ , 𝐹𝑝 are suppositions, G – conclusion, while R – denotes the inference rule.  

It should be noted that in the elinga, at every stage of the dialogue-associative search, the search 

for different variants of LI-chains between two user-specified terms (expression) is considered, i.e. F1 

and G. But these chains can be many and can have different levels of reliability. 

In our situation, the connection between some Φ𝑖1
, Φ𝑗1

∈ {𝐹1, 𝐹2, ⋯ , 𝐹𝑝, 𝐺} with indexes 𝑖1, 𝑗1 ∈

{1,2, ⋯ , 𝑝} is based on the rule from the classical mathematical logic modus ponens – “if it is known 

that the statement Φ𝑖1
 is true and the rule "IF Φ𝑖1

 THEN Φ𝑗1
" is true, then the statement Φ𝑗1

 is also 

true.” I.e.: 

Φ𝑖1
, Φ𝑗1

Φ𝑗1

→ 𝑇 
(3) 

 

And so on, along the chain, a connection is sequentially found between the user-specified F1 and G. 

4. Implementation of dialogue-associative search 

In elinga / AKMS / LAAK, the role of LI is different from that in [16, 17, 18]. There answers are 

usually received automatically. In elinga, they are of an auxiliary nature for the dialogue-associative 

search. In process, the decision maker himself chooses the appropriate answers obtained in the LI 

process, and can change the modes, for example, turn on the modes of cohesion or output of source 

texts (fragments of interest for user).  

The initial level of reliability is determined by the initial CFs specified in the KB of IS and 

gradually refined in the process of filling up the elinga knowledge base [6, 7]. However, the LI chain 

usually contains several molingas with no more than six intermediate terms, as ordained in Karaulov's 

“six steps” rule [28]. 

In general, the confidence level of the molinga sequence fseq calculated on the basis of the 

development of the theory of CF [1] using the Larsen rule, similar to the fuzzy inference [14] with a 

sequence of implications as follows. 

Let ft be the confidence level in the form of СF in the range from -1 to 1 for the initial t-th molinga 

(where 1 ≤ t ≤ Ω); 

ft+k be the confidence level in the form of СF in the range from -1 to 1 for some intermediary t+k -

th molinga (where 1 ≤ k ≤ Ω); 

ft+k+r be the confidence level in the form of FU in the range from -1 to 1 for some final t + k + r -th 

molding (where t + k <r <Ω - (t + k)). Then 

𝑓𝑠𝑒𝑞 = ∏ 𝑓𝑡 × ⋯ × 𝑓𝑡+𝑘 × ⋯ × 𝑓𝑡+𝑘+𝑟, 
(4) 

 

if all of 𝑓𝑡, 𝑓𝑡+𝑘 , 𝑓𝑡+𝑘+ 𝑟 > 0;  1 ≤ 𝑡 ≤ Ω;  1 < 𝑘 < Ω;  𝑡 + 𝑘 < 𝑟 < Ω – (𝑡 + 𝑘). 
If any of the values ft, ft+k, ft+k+r turns out to be ≤ 0, then the whole value fseq is assumed to be = 0 

without need for calculations. 



So, the decision maker asks the system in the form of a pair of the first terms of interest (Figure 2) 

- Term1, Term2, and it gives answers in the form of blocks of molinga’s nuclei (simple sentences) Gr 

1 ... Gr h ... Gr 20 (20 groups of molinga nuclei) based on LI - through the connection of concepts 

based on abductive inference [31, 32] using the modified modus ponens rules applied to the KB of 

molingas. Moreover, the blocks are issued as the CF decreases (the calculation is carried out 

according to (4)). I.e. first, as a rule, there are separate sentences, where both terms meet, then, two 

sentences (where the given terms and one intermediate connecting them, then follow three sentences 

(where there are already two connecting terms), etc. In contrast to the increase in variants of 

combinations of molingas when specifying even simple queries, a traditional heuristic search 

algorithm with an evaluation function is used [1], which limits the number of options to be searched. 

 

 
Figure 2: Decision-making procedure for dialogue-associative search 

 

Finally, the fifth problem is finding a satisfactory solution to the decision maker. 

The most “successfully” it is done in the ES, - the solution is obtained at the level of an 

experienced expert. Well, what if you don't understand something? Or if you want to take a look at 

some alternatives? You find yourself in a "dead end". In addition, the problem may change over the 

course of the solution [33, 34]. This is understandable for the decision maker, but in many existing IS 

[18] he cannot interfere in the process of finding a solution. It is known that the procedure for human 

understanding of meaning is very complex [35]. It turns out that everything is much more complicated 

and difficult than it seems, and a different path is needed for active advancement. In particular, 

technologies such as "brainstorming" and TRIZ are already known for an intensive search for new 

solutions. 

An avalanche-like increase in the volume of LI results usually occurs at three or more steps. From 

a practical point of view, in a dialogue-associative search, decision makers need only the first few 

options in order to quickly reach the final result. At the same time, with a more complete 

acquaintance with the problem under study, incl. through refinement of queries, the user will still 

reach the required “depth” of relationships. The decision maker, looking through the contents in the 

sequences of molinga cores (in fact, a group of sequences of sentences, semantically related to each 



other [7, 28]), decides whether this result satisfies him or not, selects and fixes it in the program 

memory, and continues the search from new starting positions.  

If the answer is not satisfactory, the decision maker either re-launches the LI mode with new 

requests or, according to the selected molinga core, applies the cohesion mode (inference based on the 

local cohesion of the text relative to a specific molinga from the knowledge base corresponding to a 

paragraph of the original text) [28] or the output of a part of the original text for clarification of the 

context and meaning of the embedded in the simulated sentence.  

In Figure 2, these are the responses to the new query Term2, Termt and responses Gr 1 ... Gr h ... Gr 20. 

Additionally, the decision maker adds small parts of the text of cohesion output in the first request 

Ko1, Ko2, in the second request, say Ko5, Ko6. 

All this is memorized in the elinga report field at first as parts of the solution Sol11, then as Sol12. 

Additionally, he can perform the necessary calculations through postconditions and save the 

necessary graphs and figures that they contain. Then, as a result of purely editorial revisions, the 

decision maker receives Solution 1. If it does not suit him, then he gets Solution 2, ... Solution z-1, 

Solutionz. Among them, a certain methodology (also from the knowledge base) can be applied to 

assess the results. As a result, the decision maker can quickly get a solution R. 

5. Implementation in the IS prototype with TDIK 

Here is a brief description of the prototype IS with TDIK in the elinga variant. Figure 3 shows the 

main window of the elinga prototype. On the left, a glossary of terms is displayed, choosing from 

which you can compose queries / questions for the IS. The modes can be different – search for any of 

chosen terms, for presence of all the chosen terms and the LI between two specified terms. The first 

version of the elinga prototype, capable of working with a freely written question, has already been 

tested, but for now we are describing the original version. 

 

 
Figure 3: Main window of the prototype in LI-mode 

 

The decision maker poses a question to the system in the form of a pair of the first terms of interest, and it 

gives answers in the form of blocks of molinga cores (simple sentences) based on different principles, 

including with LI - through the connection of concepts based on abductive inference [31, 32] using modified 



modus ponens rules, applied to KB of molingas. From the point of view of linguistics, this is already the 

output of coherent text [28]. 

The knowledge base can be filled with molingas in the following way: select “Add molding” in the 

“Knowledge base” menu. After that, a window will open in which you must enter the molingas’ parameters, 

including the postcondition, if needed. The postcondition can be an executable program with a formula or a 

media file. 

The postconditions output is implemented as well. In the event that a molinga with a postcondition was 

found among the search results, you can select the line with the molinga and press the "Show" button. This 

will open a new window. In this window, you can view the image attached to the molding, or perform a 

calculation using a formula with arbitrary initial data. For the convenience of the decision maker, the results 

of work with postconditions can be saved in the general report on work-session with elinga. 

To work with images, click on the button with an image icon in the window for working with 

postconditions. This action will copy the image to the clipboard. Then you can go to the main window, click 

on the "View report" button and add an image to the opened report file by pressing the Crtl + V key 

combination. 

There is also a clipboard file for calculation results. The user can freely edit its’ contents and commit the 

selected sections to report file using the “Add to report” button. To make sure that the data was actually 

recorded, you can open the report again through the main window and see the newly added contents. 

In addition to postconditions, a decision maker can fill the report in the cohesive output mode. For 

example, adding an indent-span / paragraph / chapter in which the selected molinga is located. This can be 

done either using manual cohesion (button in the main program window), where you need to explicitly 

specify the range of molinga identifiers that will be added to the report, or in automatic mode, by selecting the 

cohesion depth level in the main window and adding a molinga (and nearby text of source) to the report. 

Here on the capabilities of dialogue-associative search come into play [5, 6, 7, 9, 11], which provides a 

solution to the fifth problem – of finding a satisfactory solution of interest to the decision maker in the face of 

fuzzy human thinking and peoples’ lack of knowledge about the world around them. The decision maker can 

refine his request once again, based on the previous responses received and continue his search, going deeper 

into the details, or applying calculations through the issued postconditions. At the same time, remaining in the 

group of the most reliable results based on CF. He can enter intermediate results of interest in the final report. 

In Figure 4 an example of result of using the above functions is displayed. 

 

Smolensk

 
Figure 4: An example of the reconstructed text in the report file 

 



The window for working with the report (Figure 4) is the main result of the dialog-associative 

search, where the main solution of the elinga is formed. This window provides the following options: 

manual content editing; saving the current contents to file; creation of a new report file, access to 

inbuilt clipboard, printing of contents. 

Here, just like in case of TRIZ and “brainstorming” conditions for the emergence of associations 

in decision makers mind are created, leading to finding solutions with high originality and efficiency. 

And, one of the main features – very rapidly, because you do not need to reference - neither the other 

books, nor other libraries, nor other specialists. And, in fact, solving problems with fuzziness is an 

intermediate, albeit important process, since more and more important and complex problems of rapid 

finding of a solution among a large set of options, most of which are false or ineffective, are solved. 

The very style of dialogue of the decision maker and the computer has the character of a discourse, 

moreover, in a conversational style, which allows you to quickly come to the solution the user needs, 

to receive high-quality answers to the questions posed, even in large knowledge base. 

6. Conclusion 

The considered technology serves as an "intellectual assistant" of a person, which sharply 

enhances his capabilities in conditions of fuzziness. The use of a conversational style makes it 

possible to increase the efficiency of finding a solution in the process of dialogue of a person (DM) 

and a computer. 

A prototype of an elinga has been created, in particular for management, in which the user can 

pose a question to the system and receive a chain of answers in the form of blocks of interrelated text 

based on different principles, including through LI - through the connection of concepts or the use of 

the immanent properties of source texts - cohesion and coherence, as well as postconditions in the 

form of calculation formulas or media files. Moreover, the process of obtaining a coherent text in 

responses of IS rests upon the basis of natural principles inherent in human thinking, and not artificial, 

like in almost all other ISs. 
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