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Abstract  
In human science, we often face problem of estimating human behavior parameters. Behavior 

frequency is one of the most used behavior indicators. Knowing the behavior frequency, we 

can draw conclusions about significant aspects of behavior both in the present and in the future. 

It is often impossible to obtain data about behavior frequency directly. Therefore, there is a 

problem to estimate behavior frequency on limited data such as data about some last episodes 

of behavior. We propose two models based on Bayesian belief networks to estimate behavior 

frequency. We use last three behavior episodes, maximum and minimum intervals between the 

episodes as initial data and test the models on the data set collected from the social network 

Vk.com. 
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1. Introduction 

In human science, we often face problem of estimating human behavior parameters. One of the most 

significant indicators of behavior is its frequency. Knowing the behavior frequency (or behavior rate), 

it is possible to draw conclusions about significant aspects of behavior both in the present and in the 

future. In [1] the number of training sessions for six months and a year after the survey is predicted, 

based on respondents ' responses about the frequency of training and the effort involved. In [2, 3], 

authors propose methods for calculating the probability of spreading multi-pass socioengineering 

attacks, taking into account data on the frequency of interaction between users of social networks. 

Direct observation is the most reliable way to collect information about the behavior rate, but it is 

not always available [4, 5]. This makes it necessary to develop tools to assess the frequency of behavior 

based on the data provided by respondents. Using self-reports is a commonly used method [6], but the 

disadvantage of this method is that it can last quite a long time. 

In [7–11] models were presented that assess the behavior rate using information about the last three 

episodes and about the minimum and maximum intervals between episodes. However, these models 

include data about the moment of the interview. Since the interview is not an episode of behavior, 

information about it can distort the assessment of the behavior rate. In this paper, we propose two 

models that evaluate the behavior rate without using data about the moment of the interview. The 

difference between proposed models is that one of the models has nodes that characterize real values 

about the last, minimum, and maximum intervals between episodes, rather than those obtained from 

respondents. 
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Bayesian belief networks are used as the main modeling tool. Bayesian belief networks allow 

combining different types of information, working with inaccurate data, and having many other useful 

properties and they find use in many fields, including sociology, economics etc. [12]. 

To test the models, we use data from the social network Vk.com, as well as data synthesized based 

on "inaccurate" responses from respondents.  

Models description 

The main difference between the proposed models from those proposed in [7–11] is that instead of 

the interval between the last episode of behavior and the interview episode, we consider the interval 

between the last episode of behavior during the study period and the first episode of behavior at the end 

of the study period. As an example, we can analyze this situation: the study period is 2019, the last 

episode of behavior in 2019 occurred on December 26, and the next episode, that is, the first in 2020, 

occurred on January 8. Thus, we consider the interval from December 26 to January 8, i.e. 13 days.  

The figure 1 shows a behavior rate model as a Bayesian belief network [13]. Vertex λ characterizes 

the behavior rate, t_12 is the interval between the last and penultimate episodes of behavior, t_23 is the 

interval between the penultimate and third from the end of episodes of behavior for the study period, 

t_min and t_max are the minimum and maximum intervals between episodes for the study period, t_next  

is the interval between the last episode for the study period and the first episode after the end of the 

study period, n  is the number of episodes for the study period. 

 

 
Figure 1: Behavior rate model 

 

In [11], a model of socially significant behavior with hidden variables was presented. This model 

took into account that the information received from respondents may be incorrect. This may be because 

in some cases respondents, in order to get social approval, may intentionally distort the actual values, 

as well as the fact that by answering from memory, respondents may inadvertently make a mistake. 

Figure 2 shows a behavior rate model with hidden variables. Vertexes with a zero (t0_12, t0_23, min0, 

max0) are information about the corresponding intervals provided by the respondents; the other vertexes 

are described as for the model above. In this case, we do not include the t0_next vertex, since a 

respondent cannot provide information about this episode if it has not already occurred. Thus, t_next, 

t_12, t_23, min, max, and n are hidden variables that characterize real data about the frequency of 

behavior. 

 

 



 
Figure 2: Behavior rate model with hidden variables 

2. Data description 

To test these models, we used data collected in the social network Vk.com [14], as well as 

synthesized data based on them as "inaccurate" responses from respondents. 

To collect data from Vk.com, a program was written in C# programming language. We also used 

wall.get method for this purpose. The VK API [15] provides this method. It allows to get information 

about the last 100 records on the user’s wall. This is sufficient if we consider a one month as the study 

period. In addition, this method has a limit of 5,000 requests per day.  

The accounts of users who provided the appropriate permission were processed. The program 

extracts the time of the last three posts for the study period, the time of the first post made after the 

study period, the minimum and maximum intervals between the publication of posts for the study 

period, as well as the number of posts for the study period. 

We considered March 2020 as the study period. The selection of users was made randomly. Data 

about users with closed profiles and those users who did not have enough posts was dropped. In this 

way, a dataset containing 5338 records was collected. 

Data on “real” respondents' answers were synthesized automatically by adding noise as follows: the 

distance between the last and penultimate episodes in days was calculated and a random value was 

added so that this distance changed no more than one and a half times, to the distance between the 

penultimate and the third from the end of the episode, a random value was added so that the distance 

changed no more than twice. Normal noise was added to the minimum and maximum intervals. 

3. Learning the models 

All calculations in this and the following sections were performed in R [16] using the bnlearn 

package [17], which provides work with Bayesian belief networks. 

To work with a Bayesian belief network, all continuous data must be sampled. Therefore, the values 

of variables related to time (we use the day as the unit of measurement), i.e. t_next, t_12, t_23, t0_12, 

t0_23, min, max min0, max0 were divided into the intervals t1=(0;0.1), t2=[0.1;0.5), t3=[0.5;1), t4=[1;7), 

t5=[7;10), t6=[10;20), t7=[20;∞); the values of the variable λ (behavior rate measured as the number of 

posts divided by the number of days in the month) were divided into the intervals λ1=(0;0.1), 

λ2=[0.1;0.2), λ3=[0.2;0.3), λ4=[0.3;0.5), λ5=[0.5;1), λ6=[2;∞). 



3338 records were used for machine learning of models parameters. In other words, tables of 

conditional probabilities were constructed for all pairs of network vertices connected by an arc. Below 

is a table of conditional probabilities for the pair λ – t_23 (table 1) for the behavior rate model. 

 

Table 1 
Conditional probabilities for the pair λ – t_23 

 λ1 λ2 λ3 λ4 λ5 λ6 

t1 0,096 0,098 0,131 0,12 0,267 0,379 
t2 0,029 0,063 0,072 0,102 0,135 0,154 
t3 0,052 0,077 0,114 0,145 0,168 0,225 
t4 0,4 0,53 0,542 0,499 0,411 0,231 
t5 0,143 0,117 0,076 0,033 0,017 0,012 
t6 0,24 0,104 0,061 0,022 0,002 0 
t7 0,041 0,01 0,004 0 0 0 

 

4. Predictions 

We used 2000 records for testing the models. Synthesized responses from respondents were passed 

to the models as input data. 

After getting the behavior rates predicted by the models, we can compare them with the known post 

publication frequencies of users. Table 2 is a confusion matrix for the behavior rate model, and table 3 

is a confusion matrix for the behavior rate model with hidden variables. The rows represent real 

frequencies, and the columns represent the frequencies predicted by the models. 

 

Table 2 
Confusion matrix for the behavior rate model 

 λ1 λ2 λ3 λ4 λ5 λ6 

λ1 112 173 5 16 18 0 
λ2 59 347 38 78 37 2 
λ3 1 141 49 94 33 2 
λ4 2 67 37 120 86 9 
λ5 1 10 12 70 161 30 
λ6 0 1 0 16 118 50 

 

Table 3 
Confusion matrix for the behavior rate model with hidden variables 

 λ1 λ2 λ3 λ4 λ5 λ6 

λ1 114 152 18 20 12 3 
λ2 88 310 49 71 37 5 
λ3 16 128 62 69 35 10 
λ4 6 64 53 95 93 7 
λ5 0 16 18 62 153 35 
λ6 0 1 3 28 117 39 

 

In this case, the problem is a classification problem for six classes, so it is worth considering such a 

characteristic as average accuracy (0.807 and 0.796). The confusion matrices show that most of the 

values are located on the diagonal or in adjacent cells. This means that even if there is a classification 

error, the resulting values are most likely located in neighboring classes. 

Table 4 compares accuracy, average accuracy, precision, and recall, the main quality metrics. 

 



 

Table 4 
Quality metrics 

 Accuracy Avg. Accuracy Precision Recall 

behavior rate 
model 

 

0.42 0.807 0.42 0.387 

behavior rate 
model with 

hidden variables 

0.389 0.796 0.389 0.358 

 

As you can see, the difference in the results is quite small, but the model with hidden variables 

showed slightly worse results, perhaps this is due to the complexity of the model (4 new vertexes and 

the arcs between them were added). 

5. Conclusion 

Two models for evaluating the behavior rate were presented. The main difference between the 

proposed models is that instead of the interval between the last episode of behavior and the interview 

episode, we consider the interval between the last episode of behavior during the study period and the 

first episode of behavior at the end of the study period. One of the models is based on the fact that 

respondents may provide incorrect information in some cases. 

To learn and test the models, we used data on posting from the social network Vk.com, as well as 

synthesized data on "inaccurate" responses from respondents. 

The results obtained can be used in tasks that require data on the behavior rate, when having a limited 

initial data. Taking into account a small amount of initial data, the models showed a fairly high quality 

of behavior rate classification. 
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