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Abstract. This work belongs to the field of development and research of video 

games. In particular, the narrative part of video games is considered. The paper 

examines the existing practices of designing, developing and testing interactive 

storytelling of video games. The paper suggests a tool that automates these pro-

cesses is proposed. The practice of developing a scenario prototype is de-

scribed. Its effectiveness in development has been proven. The implications of 

the introduction of practice   in the development of the narrative of video 

games are analyzed. The paper gives an analysis of relevant reference tools. Ex-

isting text-based visualization tools are analyzed. The paper forms the vision of 

the tool and shows its development progress. Describes the implementation of 

the storyboard visualization component. The paper proves the effectiveness of 

the development and sets plans for the future. In the future, work will continue 

to develop and expand the functionality of the script prototype generation tool. 

Keywords: Video Game Development, Interactive Storytelling, Scenario Proto-

type, Narrative Design, Screenwriting, Game Documentation, Storyboard Gen-

eration, Interactive Storyboard. 

1 Introduction 

Video game development is a long and expensive process. Any optimization and au-

tomation can play a key role in the success of the final product. 

The complexity of developing video games is in its composition. It includes visual-

ization, audio, interactive interaction, game rules and story. Each component is close-

ly related to the others, and together they give a unique result for any media – the 

experience of interactive consumption of content with a dramatic background. In 

other words, the players make their own story. The game development industry is a 

young and rapidly developing area. Specifically, the narrative component has long 

remained a burden rather than a powerful tool. Only in recent years its own theory 

and its own experts in this direction has begun to appear. 

This paper provides an analysis of existing practices for developing interactive sto-

rytelling, as well as the results of attempts to automate this process. 
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The global goal of this paper is to introduce the development process of a tool that 

is designed to automate the generation of a video game narrative prototype, and also 

to capture the author's tools, such as a scenario prototype and interactive storyboard. 

2 Formats of Technical Documentation of the Game 

Writer 

The game writer creates the scenario in the form of technical documentation. There 

are several formats in which game writers can present the story of the game to the 

customer and the development team: text document, table, wiki markup, paper proto-

type, storyboard. 

2.1 Text Document 

The script of the main plot of the game, side branches and cut scenes can be presented 

in the format of a text document, as well as texts such as encyclopedias, letters, and 

notes found in the game. However, the text requires a lot of time and effort to explore. 

The essence of the screenwriter's work is to accurately convey the story first to the 

members of the development team and all those who make important decisions about 

the game, and then to the player. Without understanding the story that the game 

should deliver, it is impossible to create a harmonious connection between its compo-

nents. 

The effectiveness of text perception is relatively low, in contrast to video and 

games. It has been proven that the efficiency of visualization [1] and, especially, im-

mersion [2] is significantly higher than the efficiency of information transfer through 

text. 

After the work of the screenwriter has been examined, edits are made to it. Any ed-

it can lead to an avalanche effect of changes in the script. It is difficult to eliminate 

the consequences of this effect if the scenario is not visualized at least in the form of a 

graph structure. When creating games, more efficient methods of creating, storing, 

and transmitting documentation are needed. Best of all, the text is enhanced by visual-

ization, as well as the ability to immerse yourself in the narrative. 

2.2 Table 

Most of the content that will be further developed by the specialists can be presented 

in tabular form. Let's analyze the principle of operation of tables on the example of an 

imaginary quest. (see Table 1). 

Table 1. An example of a tabulation for the quest 

№ Quest 

name 

Character Character 

replica 

First step Second 

step 

Third step Fourth step 

1 Birthday Ann Today is Buy Choose a Bake the Present a 
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cake Katya's birth-

day. Bake her 

a cake. 

products. recipe. cakes. cake. 

In this example, we see one of the possible representations of the quest for a mo-

bile game. For each quest, the following parameters are highlighted in the example: 

identification number, name, name of the character who will give the quest to the 

player, his replica for giving the quest, the stages of the quest implementation by the 

player's actions.  

Let's analyze the need for these elements: 

─ the quest number is required to speed up communication between development 

team members; 

─ the name of the quest is also necessary for communication, but it is also displayed 

in the game itself; 

─ the player must somehow get the quest. The quest is given by a specific character, 

who utters a certain remark for this purpose; 

─ to finish the quest, the player must complete a certain amount of actions. 

The number of parameters and rows in the table can be expanded to the amount 

that will be needed in development. Tabular form is more effective than text docu-

ment, because it visually presents information in a structured form. 

Tabular form is not only suitable for quests. It can be used for any task, specifying 

the necessary texts, animations, and sound can also be done with it. 

Table is a good technical tool designed to structure information and organize the 

work of a team. However, it is not suitable for the presentation of the game's plot and 

subsequent testing and evaluation, since the table has nothing to do with the game-

play. 

2.3 Wiki Markup 

The hierarchy supported by wiki markup allows you to create a whole system of doc-

uments that will store a holistic view of the in-game world. How wiki markup works: 

each text document contains concepts (words, phrases), the essence of which is re-

vealed in other documents, which can be accessed by a link from the current docu-

ment. 

The advantage of wiki markup is that it allows you to maintain lore in an ordered, 

systematized form. 

However, these are still the same text documents that are split into a series of web 

pages. The development team and everyone involved will have to spend time studying 

all the information. 

2.4 Paper Prototype 

A paper prototype is a great solution for both prototyping game mechanics and proto-

typing game storytelling [3]. If the game writer was able to guide the audience and 
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participants through the story with the help of improvised means, and everyone liked 

the story, then, theoretically, the story might be liked in the final form of the game. 

Speaking of paper prototyping of the story, it is important to note that this is the same 

game, but devoid of implemented rules and mechanics, simplified so that participants 

plunge only into a fictional world, but do not delve into the game process [4]. 

On the one hand, this is not good in terms of narrative design. On the other hand, 

narrative design itself has a number of evaluation tools that allows testing the narra-

tive for specific parameters. These parameters are immersion, tempo-rhythm (pacing), 

empathy. 

Immersion [5] is a state where the player forgets about time and reality, dives into 

the plot of the game, realizes its importance for himself. Immersion is a familiar state 

where we can find ourselves when we read books and watch movies. It is a feeling 

from which we return as from a dream.  

Tempo-rhythm [6] is a frequency and density of plot representation. The player 

must become familiar with the world of the game gradually. This is important for two 

reasons: first, getting to know something new should happen by stages. And second, 

there must be an intrigue that will keep the player in the process of learning the story. 

Tempo-rhythm is regulated exclusively through testing, and a paper prototype allows 

this to be done.  

Empathy [7] is an important feeling that a player has in relation to the characters of 

the game. Familiar characters the player can understand and sympathize with cause 

empathy. Everyone can find something for themselves in a character. But there are 

also failed characters that are either very weak themselves, or poorly invented, or they 

do not meet the expectations of the target audience, or the current time. It can also be 

checked during testing.  

Therefore, a paper prototype is an effective and cheap tool for testing game plot at 

an early stage [8]. To create a paper prototype, you need the presence of the author or 

instructions for conducting a testing session, as well as minimal in-game artifacts 

created with the help of improvised means, for example, items necessary for the plot – 

a sword, coins, and books. 

2.5 Storyboard 

One way to visualize a scenario is a storyboard. A storyboard is a series of sketches of 

a future game. It can be used for creating movies, cartoons, advertising, and any audi-

ovisual work which requires adjusting the position of the camera and the placement of 

objects. 

In our concept, the storyboard of the game scenario can be called an interactive 

storyboard. An interactive storyboard is a series of images that contain a visualization 

of the scene, required characters, their position, their names and replicas. In fact, these 

are snapshots of what the player will see during the game. It is very similar to the 

existing game genre – visual novel.  

Visual novel is a game genre in which you can make a choice of actions and repli-

cas in dialogues, it is a set of backgrounds, pictures of characters and text. Hence, the 
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game scenario presented in the form of an interactive storyboard is already a game, a 

minimal product that can be presented to everyone involved, and get feedback.  

In addition to visualization, an interactive storyboard, like a visual novel, can in-

clude text, sounds and music, and simple animations.  

Interactive storyboard is one of the best ways to present the game's narrative. Visu-

alization helps to present the complete atmosphere of the game in the form of a series 

of sketches, or collected from pictures and photos from the internet, even if it is 

rough. It will take time to develop a storyboard, but it will be much more effective 

than all other ways of presenting the story described above. In addition, the story-

board can be shown to everyone involved without the personal presence of the 

screenwriter. 

3 Scenario Prototype 

A scenario prototype is an interactive prototype of the game's story without game 

mechanics. 

An interactive storyboard is a variation of a scenario prototype. 

There are several recommendations for creating a narrative prototype: it should 

match the genre of the game being developed, have stubs on the gameplay and game 

mechanics, and be developed on the target engine. 

Matching the scenario prototype to the genre and developing it on the target engine 

are recommendations that eliminate possible difficulties with applying the scenario 

prototype to the game. In addition, it is easier to increase the functionality of a scenar-

io prototype than to develop a game from scratch. Having a ready-made scenario 

prototype for some games means having one of the development stages. Thus, the 

scenario prototype reduces the amount of work during the development phase. 

Gameplay and mechanics stubs assume that a scenario prototype is created to test 

hypotheses and test the quality of the game's narrative, but not its gaming component. 

Separating the gameplay from the story is not a good thing, but is possible and, in our 

opinion, effective at some point. Raw gameplay can be the reason why the audience 

dislikes the story. Therefore, without gameplay, it is easier to look into the game plot. 

A scenario prototype is an attempt to temporarily divide the story and the game in 

order to test it for immersion, tempo-rhythm, and empathy. 

A scenario prototype allows developers to save project resources and test the story 

before starting the development of the content of the game. 

The scenario prototype is applicable for both small and large projects, both for de-

velopment from scratch, and for completion of the existing game. 

A scenario prototype is based on the work of the screenwriter in the form of tech-

nical documentation and is developed by a narrative designer, who is a specialist in 

the implementation of story in games. 
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4 Generating a Scenario Prototype 

Generating a scenario prototype instead of manual assembling will help solving two 

problems: relieving the narrative designer and reducing the threshold for game writers 

to enter the industry. 

The first problem is that at the preliminary stage of development, the narrative de-

signer is not only engaged in assembling a scenario prototype. The narrative designer 

also needs to create a concept for introducing storytelling into the game. When this 

one task is removed from the narrative designer, he will be able to focus on other 

things. 

The other problem is also about easing other specialists' load. If there is a scenario 

prototype, the game writer is able to find some inconsistencies in the script and cor-

rect them on their own. Then the game writer will have some time to study the game 

engine and programming, which is important when choosing personnel in the gaming 

industry. 

Thus, we formulate the value of our tool. The scenario prototype generator can 

save all possible resources that are available on a game development project. Moreo-

ver, we can see the application of our tool not only in the gaming industry, but also in 

the development industry of serious games and simulators. 

5 Existing Solutions 

Now there are many solutions for generating visual content based on natural lan-

guage, which differ in goals and approaches. For example, in the 2016 study [9], 26 

implemented tools are reviewed. The tools in this paper are divided into several types: 

converting text into a series of images (Story Picturing Engine), converting text into a 

series of associated images (Text-to-Picture Synthesis System), converting text into a 

set of static scenes (TEXT-TO-SCENE), converting text into animation, including the 

position of objects (TEXT-TO-ANIMATION). 

The accuracy of visualization generation depends on the degree of development of 

NLP and neural networks, as well as the computing powers. However, there are al-

ready acceptable generation results that can be used in the cinema industry [10] and 

animation [11], [12]. 

We highlighted some of the visualization tools in this study and intend to adapt it 

for our own development. 

ScriptViz [13] allows visualizing the script as a three-dimensional scene, the con-

tent of which is generated in real time. The user enters the script, taking into account 

the following restrictions: the text must be written in English, have clear wording and 

a good structure. 

SceneMaker [14] is a closed development, the purpose of which was to automati-

cally generate a number of artifacts for film production. It was planned to generate 

scenes from the script exactly to the facial expressions of virtual actors, lighting and 

audio accompaniment. 
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CRAFT is a neural network that is able to choose the appropriate animation mate-

rial based on the descriptive text. Based on 25184 fragments from the animated series 

The Flintstones, the neural network compiles new episodes of the cartoon by the text 

description. There are still errors in compiled episodes like incorrect overlay of ob-

jects or incorrect selection of animations. 

These tools support our hypothesis that the technical documentation of game writ-

ers can be visualized programmatically. 

However, prototyping the narrative of games differs from tools for cinematography 

and animation mentioned above that it implements the possibilities of interactive in-

teraction, and the variability of the plot. 

We have found tools that are also applicable to games. 

StoryFlow [15]. When we think about visualizing the structure of a story, the idea 

of presenting information in the form of a graph comes to mind. But the creators of 

the StoryFlow tool went further and presented the structure in the form of a special 

Yarn structure. It is able to visualize the variability in the events that occur, which is 

extremely useful for a beautiful and clear visualization of game events, character in-

teraction and determining time intervals. 

Machination Tool [16] is a web-based platform for designing, balancing and mod-

eling game systems. It allows you to visualize and simulate game systems in the form 

of balance charts. We see this tool as one of the elements of a game prototype rather 

than a scenario one. 

Another one tool is interesting in terms of visualization capabilities and as an ag-

gregator of various software solutions. 

Orange3 [17] is a visual programming software package based on components for 

data visualization, machine learning, and data analysis. The program includes hun-

dreds of ready-made nodes: various visualizers (diagrams, graphs, tables), algorithms 

for processing and preprocessing texts, neural networks that are ready for training and 

operation, and each node is responsible for its part of the work. In addition, develop-

ers provide users with the opportunity to implement their own functionality in the 

form of Python programs, for which there is a separate node. 

The tool that inspired our development is Storyboarder. 

Storyboarder is a tool for creating storyboards from Wonder Unit. This tool can 

generate shots based on entered text queries. However, it should be noted that (so far) 

Storyboarder understands only a limited amount of words and some alternatives for 

words from this list, which are placed in the ‘alternativeValue’ document. 

6 Authors’ Vision of the Tool 

Despite the fact that a comprehensive study has been done to analyze approaches to 

generating visualization, we have not found any suggestions for generating full-

fledged scenario prototypes of games. 

Our main goal is to develop a tool for generating a scenario prototype of the game 

that is based on the technical documentation of the game writer. 
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The process of working with the narrative element of the game using our tool, as 

follows: 

1. writing a game script in the form of plain text in natural language in the form of 

technical documentation (text, tables, wiki markup); 

2. generating a scenario prototype basing on documentation; 

3. presenting and discussing the scenario prototype within the team, with the custom-

er and testing on a focus group; 

4. editing the scenario prototype. 

Development plan for this tool: 

1. to visualize the structure of a game scenario presented as a natural language text 

(further referred to as TEXT) in the form of graphs or Yarn representations; 

2. to automatically assemble an interactive storyboard (for a limited number of gen-

res, in the form of a visual novel or point-and-click game) of the game script from 

the text; 

3. to create an algorithm to generate an interactive scenario prototype from text using 

the Unity game engine; 

4. to automatically generate a Machination gameplay balance chart based on text; 

5. to automatically assemble a game prototype of the game from the text. 

We see it all in form of a complete application, which receives a series of text doc-

uments as input, and the output is a project that combines generated scenarios and 

prototypes of the game. 

In the picture (see Fig. 1) there is the diagram of the tool that we have developed 

for subsequent implementation. 

 

Fig. 1. Diagram of the tool operation 

The input is a script (TEXT), which is written in natural language. We assume that 

it should follow some formatting rules for better object identification. 
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Edit Module allows the user to edit a text document. 

In the Display Module mode, the user is introduced to the result of the structure 

visualization. 

In Play Module mode, the user launches a scenario prototype that can be “played”. 

The module for generating a scenario prototype includes three parts, each of which 

sequentially processes the result of the previous modules' work: 

1. the NLP module recognizes the necessary objects and relationships between them; 

2. the structure assembly module establishes a complete scenario structure, connects 

objects to each other, and builds a scenario prototype structure; 

3. the visualization module selects the necessary three-dimensional models and dis-

tributes them according to the structure of the scenario prototype. Next, the module 

sends the resulting visualization of the scenario prototype and the visualized struc-

ture of the scenario, for example, in the form of Yarn, to the Play Module. 

7 Work Accomplished 

A whole “series” of our developments has already been focused on creating a genera-

tor of scenarios and game prototypes. In our paper [18], we described our own ap-

proach to creating a scenario prototype generator and a pilot implementation of a tool 

for creating scenes basing on objects extracted from the text. In another paper [19] we 

presented (see Fig. 2) a program for Orange 3, which takes a formalized text as input, 

and at the output shows a different visualization of the structure: the geometric con-

nectivity of locations, in which locations the character appears, what cues are spoken 

in these scenes, etc. 

 

Fig. 2. Node-based scenario visualization generation system 

Another work [20] is related to the solution of the problem of extracting infor-

mation about a scene from the text. To do this, a text analysis system has been creat-

ed. The necessary camera settings are calculated from the context. The work is at an 
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early stage: the functionality of text recognition of a shot, similar to Storyboarder, is 

being recreated (see Fig. 3). 

 

Fig. 3. Extracting information about a shot from text 

8 Current Status of Work 

One of the tasks of the scenario prototype generator visualization module is to gener-

ate an events visualization in space. This requires information about the characters in 

the scene, their actions and cues. 

As part of the events visualization in space, characters should be positioned in pos-

es that match the context. As a result, there should be a series of shots, which is a 

storyboard.  

This is necessary as one of the stages of developing an interactive storyboard, in 

which the transition to the next shot will depend on the player's choice. 

The Storyboarder tool was chosen as a platform for the experiment. It contains the 

necessary functionality for visualization generation. 

The input is a text in English, the sentences with descriptions of separate scenes. 

Each sentence contains information about who is present in the scene and what they 

are doing. The text is analyzed and the character and its action are extracted from it 

for visualization. The result is processed and sent to the Storyboarder input, where 

shots are generated, and then shots are collected into a storyboard to evaluate the re-

sult. 

The details of the technical implementation and the results of the experiment are 

shown below. 



277 

 

9 Technical Implementation of the Current Stage of Work 

The process of generating an event in space by text input is an automatic pipeline. It is 

the reception of text and its processing. The result is then sent to Storyboarder for 

storyboard generation. 

The ability to generate storyboard elements based on a given word vector is only 

present in the abbf5f24 commit cast of the open official storyboarder repository [21]. 

For this reason, this version and not the latest version is used in the experiment. 

In order to integrate Storyboarder into the pipeline, we isolated the functionality 

that can call the generation procedure with an argument in the form of text and initiate 

all the necessary mechanisms for obtaining a storyboard. The input is a text that is 

managed by another software component, and the output is a generated storyboard.  

We also implemented the Express micro web server. It accepts a request with a pa-

rameter in the form of input text on the loopback interface, passes this parameter to 

the isolated functionality and, as a response, sends the text that it received, so that the 

sender can verify the success of the generation operation.  

The source text is converted into a body [22]. It is a set of texts selected and pro-

cessed according to certain rules, used as a base for language research. The body is 

used for statistical analysis and testing of statistical hypotheses, confirming linguistic 

rules in a given language. 

Since machine learning mostly deals with any functions where the image is a num-

ber or a set of numbers, the text needs to be vectorized in order to process it. This 

process is converting numbers into vectors according to certain rules, so that the loss 

of information contained in the text is minimal. 

Also, one of the stages of text processing is the selection of stop words. These are 

the words that play a small role in the study of the properties of language. For exam-

ple, the words “a”, “am”, “an”, “is”, “are”, etc. 

The input text must be processed in order for Storyboarder to correctly generate the 

storyboard. The first step is tokenization. It is the conversion of text into a body in the 

form of an array of sentences, also each sentence must be split by words and punctua-

tion should be removed. The second step is filtering all words in the body, which will 

clear it from stop words. The next is recognizing names and converting them into an 

impersonal female or male entity. It is crucial because Storyboarder can't distinguish 

names, but it can distinguish a gender of entities and then convert it to male or female 

models in a shot.  

During the filtering stage, stop words collected in the appendix to the paper were 

used [23]. The filtering process is iterative, the words are compared character by 

character. At the next stage of the algorithm, it is necessary to build a classifier that 

will recognize names in the text and determine its gender. 

A multiclass naive Bayes classifier was chosen as a model for a development, since 

names are given independently of each other. To train the classifier, the names from 

public data of the US Social Security Service are taken [24]. Each name in the train-

ing sample vectorizes into symbolic bigrams. There is also a frequency analysis, 

based on which the percentage of use of the name as a female and male is visible. The 

time spent on the process is minimal, since training a naive Bayes classifier is the 
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calculation of independent probabilities, and the product of it is in the denominator of 

the formula according to Bayes' theorem [25]. 

The trained Bayes classifier responds with ‘zero’ if the name that came to the input 

is female and ‘one’ if it is male. Using the classification operation, each time a name 

appears in the text, it is replaced with the word ‘man’ or ‘woman’, depending on the 

gender assigned to it by the trained classifier. Depersonalized words are selected as 

the most understandable for the Storyboarder sentence parser. 

10 The Result 

It should be noted that the natural language text was written while Storyboarder un-

derstands a limited list of formal words. It was important for our work to have a char-

acter to appear in the scene with the possible Storyboarder animation. 

The camera position is set manually by a sequence of parameters that Storyboarder 

understands. 

So, at the input, we submit the following text: 

Bob is walking. 

Alice says hi. 

Bob is walking and looking back. 

Bob is walking. 

Alice hangs one arm. 

Alice crossing hands. 

Then, depending on the context of the sentence, we form the necessary camera set-

tings. The settings for each offer are stored in a separate file: 

1. looking forward, medium long, single person, centered, left angle, eye level, long 

lens, light, frontrightlit, outside; 

2. looking forward, medium long, single person, centered, right angle, eye level, long 

lens, light, frontrightlit, outside. 

List of conversion processes that are performed on the text:  

tokenization with elimination of punctuation and stop words; 

recognition and depersonalization of names by replacing them with 

‘man’/’woman’ depending on the gender of the name using a naive Bayesian classifi-

er. 

The resulting text is supplemented with camera settings using string concatenation. 

This is how the result is generated, which is submitted to the input to the Story-

boarder:  

1. 'man walking, looking forward, medium long, single person, centered, left angle, 

eye level, long lens, light, frontrightlit, outside'; 

2. 'woman say hi, looking forward, medium long, single person, centered, right angle, 

eye level, long lens, light, frontrightlit, outside'; 

3. 'man walk look back, looking forward, medium long, single person, centered, left 

angle, eye level, long lens, light, frontrightlit, outside'; 
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4. 'man walking, looking forward, medium long, single person, centered, left angle, 

eye level, long lens, light, frontrightlit, outside'; 

5. 'woman hang one arm, looking forward, medium long, single person, centered, left 

angle, eye level, long lens, light, frontrightlit, outside'; 

6. 'woman crossing hands, looking forward, medium long, single person, centered, 

left angle, eye level, long lens, light, frontrightlit, outside'. 

Storyboarder automatically generates storyboard shots based on the received data. 

In order for the shots to become part of the storyboard, they need to be added to the 

storyline manually (see Fig. 4). 

 

Fig. 4. The resulting storyboard 

As can be seen, it is possible to use Storyboarder to generate a comic only when 

the text is prepared. Expanding the functionality and body of Storyboarder will allow 

us to work more effectively with the visualization of natural language text. We see 

further development in the framework of our own application. 

11 Future Plans 

Some of our future plans and tasks that were shaped during the discussion of the de-

velopment results: 

1. to extract information about the shot from the text; 

2. to create a layout and to form technical documentation; 

3. to create an interactive storyboard; 

4. to generate a visualization. 

Let’s describe each task in more detail. 

Setting a shot based on the context of the story remains unrealized. This is im-

portant in terms of automating the generation of scenario visualization, and we have 

already started development in this direction.  

We did not concern the classic markup of scenario documents for non-interactive 

works and the specificities of scenarios for interactive works. We plan on exploring it 
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in our future papers. Once the issue of markup and formatting of documents with a 

non-linear narrative is solved, this will help working on the following task related to 

the interactivity of the storyboard.  

Storyboards are good in cinematography and animation, as well as in games, for 

example, in creating cutscenes. We propose adapting the use of storyboards to devel-

op a game narrative. We called it interactive storyboarding. It implies that the se-

quence of shots depends on the choice of a potential player. The implementation of 

this perspective is one of our next tasks. Interactive storyboard is a bit like a visual 

novel or a point-and-click game. In the game, the narrative moves at the expense of 

the player's actions. Thus, the next task we set is to bring the storyboard to an interac-

tive form. 

12 Conclusion 

The paper introduces the term scenario prototype and describes the authors’ idea of it. 

Moreover, it forms the relevance of the scenario prototype generation tool. 

The paper provides an analysis of the tools that inspired the authors. The existence 

of these tools suggests that the development of a scenario prototype generation tool is 

possible. 

This is confirmed by examples of our colleagues' tools that were developed with 

the participation of the authors of this paper. 

As an experiment, a prototype of the visualization component of the scenario pro-

totype generation tool was developed. The prototype generates a storyboard based on 

text. It is designed to save time on visualizing the game narrative.  

As a result, the requirements for the generation tool were detailed. Discourse about 

the development of the tool led us to establish a number of tasks for the next stages of 

prototyping.  

This development is interesting in terms of creating games, serious games, simula-

tors, which are also the subject of authors’ close attention (see for example, [26], 

[27]). 
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