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Abstract

Autonomous robots such as robot assistants, healthcare robots, industrial
robots, autonomous vehicles etc. are being developed to carry out a range of tasks
in different environments. The robots need to be able to act autonomously, choosing
between a range of activities. They may be operating close to or in collaboration
with humans, or in environments hazardous to humans where the robot is hard
to reach if it malfunctions. We need to ensure that such robots are reliable, safe
and trustworthy. In this talk I will discuss experiences from several projects in
developing and applying verification techniques to autonomous robotic systems. In
particular we consider: a robot assistant in a domestic house, a robot co-worker
for a cooperative manufacturing task, multiple robot systems and robots operating
in hazardous environments.

1 Introduction
Autonomous robots are being developed to carry out tasks in many areas of society and have the potential
to be very beneficial. They may have to operate in unknown and dynamic environments some of which
may be hazardous to humans. They may also have to collaborate with or operate close to humans. As
well as developing the robots themselves we must also make sure that they are functionally correct, safe,
reliable, robust and trustworthy. A short paper describing this work can be found at [8].

Verification aims to show that the system requirements do actually hold in the designed or implemented
system. Informally verification is often described as Did we build the system right?. Techniques we may
use to verify systems include both formal and non-formal verification. Formal verification involves a
mathematical analysis of systems using tools and techniques such as model checkers and theorem provers
(see for example [10]). Non-formal verification includes techniques such as simulation based testing and
physical testing of the real system (see for example [1] for a survey of testing practices and challenges for
robot systems). Simulation based testing involves testing runs of the system within a simulator where
tests can be generated in different ways to assess different aspects of the system and analyse their coverage.
Physical testing involves testing the system in the lab or in an environment similar to the one it will be
deployed in.
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2 Approach
We advocate a modular approach to robot architectures with a separation of the decision making aspects
from the lower level control. With a modular approach different types of verification can be used for
different components (see for example [3, 9, 4]), termed heterogeneous verification, as some subsystems
may be more critical than others and some verification techniques may be more appropriate than others
for these subsystems. Further we propose using a combination of different types of verification, termed
corroborative verification, for example formal verification via model checking, simulation based testing and
real robot experiments to improve the confidence in the overall system [18].

We have applied verification techniques to a number of different types of robot systems including robot
assistants; robots in hazardous environments; robot swarms and wireless sensor networks. For the robot
assistants we focused two use cases, a domestic robot assistant located in a smart house and collaborative
manufacture. For the former we applied model checking to the robot decision making aspects [16, 17, 6, 11]
and carried out user validation about the participant’s trust in the robot using two scenarios where the
robot appeared faulty or not [14]. For the collaborative manufacture use case we examined a robot to
human handover task developing the corroborative verification approach [18] using probabilistic model
checking, simulation based testing [2] and end user experiments with the robot.

With respect robots in hazardous environments such as space or nuclear we have applied the modular
heterogeneous verification approach [3] using first-order logic to specify the assumptions on inputs and
guarantees on outputs for each module so that we can ensure that the system architecture satisfies
these [9, 4, 5]. Further we have applied formal verification via model checking to an astronaut rover team
working scenario [19]

With respect to robot swarms we have applied model checking to algorithms for swarm coherence and
foraging [7, 13] and and to synchronisation properties for wireless sensor networks [12, 15].

3 Conclusions
We briefly discussed our approach to verification of robotics and autonomous systems and their application
to particular use cases. We advocate the use of different verification techniques together, both formal and
non-formal, to improve the confidence in systems as well as also a modular approach using different types
of verification for different subsystems. Many challenges remain including how to better design robots for
verification, improved routes to standards and certification, how to cope with the state space explosion for
formal verification, modelling uncertain and unstructured environments, how to deal with systems that
learn, and trust in such systems including both over and under trusting such systems.
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