
Automatic detection of Fake News
Pontus Nordberga, Joakim Kävrestada and Marcus Nohlberga

aUniversity of Skövde, Högskolevägen 1, 541 28 Skövde, Sweden

Abstract
Following the American presidential election in 2016, the terms ”fake news” was popularized and has since been
a common term in the public vocabulary. While quite recently popularized, fake news is a phenomenon that
is as old as news itself and is most commonly de�ned as purposeful disinformation used to untrue information
or skewed reporting intended to push a certain narrative. In recent years, fake news has seen frequently in
attempts to in�uence elections or by organized crime organizations in various e�orts to make money, not
least drawing from the ongoing CoVid-19 pandemic. We argue that the phenomenon must be researched from
technical as well as from social aspects, since it involved using technical tools to spread information targeted
humans. In this paper, we identify keymethods for automatic fake news detection in order to lay the foundation
for end-user support system designed to help users identify and avoid fake news.
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1. Introduction

In the lead-up year before the 2016 American presidential election the term "fake news” was popular-
ized and has since become a common term in the public vocabulary. Views have di�ered in regard to
exactly what content should or should not be included under the "fake news”-umbrella. However, the
most commonly used de�nition is that fake news consists of deliberate disinformation, used to pur-
posefully spread untrue information, or as skewed reporting of real events to push a certain narrative
[1].

While the concept of fake news is as old as news itself, the advent of social media and mass-
information on the Internet has led to fake news taking on a new form compared to its previous
iterations [2]. Concerns have been raised especially in the context of the e�ect which fake news can
have on elections [3]. Another e�ect of fake news is destabilization where foreign states spread fake
news in other states with the purpose of destabilising democracy, this has been seen in the ongoing
CoVid-19 pandemic [4].

We argue that Fake News is a socio-technical phenomenon that aims to exploit human behaviour
but relies on technical infrastructures and services in order to spread. The same perspective is used by
[5] who discuss reasons for why users share fake news and provide a social technical model of media
e�ects. We argue that researching Fake News from socio-technical perspective allow for a more
holistic view than just looking at the technical or social aspects, and is necessary to fully understand
the domain.

Much of the research that has been done as a result of fake news becoming an increasingly relevant
issue has been aimed towards �nding ways to combat it. One way to combat Fake News could be to
leverage "in-the-moment", such as ContextBased MicroTraining [6], that identi�es information that
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could be fake news and provides the user with information the user needs in order to determine if the
news she is reading is legitimate or fake.

This study seeks to support such an endeavour by identifying and evaluating existing methods for
automatic fake news detection. The results will provide insight into how Fake News can be automat-
ically detected and be used in future development of user support tools. The study will also provide
an overview of existing research in the area.

2. Methodology

The study was conducted by means of a structured literature review, as described by [7]. The search
term Automatic Fake News Detection was used in the following three databases:

• IEEExplore

• SpringerLink

• ACM Digital Library

Google Scholar was used for complementary searches, as suggested by [8]. Following the searches,
the resulting papers were evaluated against the following inclusion criteria:

• Papers should be published 2015 or later

• Papers should be written in English

• Papers should present or evaluate automatic detection methods for Fake News

• Papers should be peer-reviewed

The limitation in time was chosen to get results from the most recent research and research fol-
lowing the exploding interest in the term Fake News following the presidential election in the US. The
rest of the exclusion criteria were chosen to ensure that only high-quality papers related to the topic
of this study were included. The search process and application of exclusion criteria resulted in 47
papers that were included in the study.

The included papers were analyzed using thematic coding as described by [9]. They were read
to identify what type of automatic detection they presented, and the presented detection types were
abstracted to distinct themes that re�ected methods for automatic fake news detection.

3. Results

After coding all accepted papers, four themes emerged as follows:

• Text Classi�cation – Papers mainly focusing on analysis and classi�cation based on the content
of the article (25 papers)

• Network – Papers mainly focusing on how the fake news is spread (10 papers)

• Human-Machine Hybrid – Supplementing automatic detection with manual human input (four
papers)

• Reviews & Evaluations – reviews of the current automatic detection methods (eight papers)
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Figure 1: Distribution of papers in the identified themes

Theme Papers
Text Classification (25) – Papers mainly focusing on analysis
and classification based on the content of the article

[10, 11, 12, 13,
2, 14, 15, 16,
17, 18, 19, 20,
21, 22, 23, 3,
24, 25, 26, 27,
28, 29, 30, 31,
32]

Network Analysis (10) – Papers mainly focusing on how the
fake news is spread

[33, 34, 35, 36,
37, 38, 39, 40,
41, 42]

Human-Machine Hybrid (4) – Supplementing automatic detec-
tion with manual human input

[43, 44, 45, 46]

Reviews and evaluations (8) – reviews of current automatic de-
tection methods

[47, 48, 49, 50,
51, 52, 53, 54]

Table 1
List of papers included in this study

The �rst three themes are identi�ed methods used for automatic fake news detection, and the last
theme include papers evaluating those methods. The most prominent method is to base fake news
detection on text classi�cation, a method that has shown good results in several studies. However,
text classi�cation is challenging in some cases, for instance, when little text is available. As such, the
conclusion of this study is that the best approach for automatic fake news detection is a combination
of text classi�cation and a Network approach. The distribution of identi�ed papers in the three �rst
themes is visualized in Figure 1, followed by Table 1, listing the papers included in the study. The rest
of this section will discuss the identi�ed methods in more dept.
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3.1. Text Classification

As can be seen in Figure 1, above, Text classi�cation is the most popular approach of automated fake
news detection and the majority of the collected papers propose solutions using such methods. A
large number of researches hold that automatic detection of fake news can achieve promising results
when the problem is addressed by machine learning and deep learning classi�cation, but that it still
needs work in certain areas in order to become fully reliable. Researches have concluded that many
classi�er tools can be e�ective for detecting fake news, achieving high accuracy.

Several authors show the e�ectiveness of classi�ers andmodels developed with these. [20] examine
several machine learning techniques in the form of di�erent classi�ers which all display a high level
of accuracy when used on fake news datasets, the most e�ective being the Linear SVM (Support
Vector Machine) classi�er. [3] also utilized SVM based algorithms with their One-Class Classi�cation
approach, whichwas concluded to have the potential to not only distinguish fake news from real news,
but also from opinion-pieces and propaganda. [31] showed good results with the GWO (Grey Wolf
Optimization) algorithm. [16] showed how various machine learning classi�ers were integrated into
a single multi-level model in which they could increase performance and results by working together,
helping to o�set each other’s weaknesses. Classi�cation relying on lexical rules, syntax, semantics,
and similar factors achieved promising results, with the models being able to achieve results equal to
that of the human ability to detect fake news.

The authors of the papers in this category discuss many di�erent aspects of machine learning clas-
si�cation and how it can be used with the methods they present. For example, eye-catching headlines
are a common feature in fake news and is therefore often a target for analysis. Text classi�cation
tools are presented as being useful for detecting fake news by analysing the relation between the ar-
ticle headline and the body. It is also argued, however, that such a method fails to exploit the article
structure, and enhanced text classi�cation is presented. It gives di�erential importance to sections
of an article using the context and coherence of words, sentences, and their relation to the headline
to better detect fake news based on headlines. Other authors also follow this approach. Using simi-
lar types of classi�ers together with “textual entailment” features and “stance detection”. They also
analyse the article body and its headline’s relationship and if the latter is related or unrelated to the
corresponding claims by examining how much they “agree” or “disagree” with each other. This data
can also be combined with what other news agencies are saying about the same report.

[23] presented the similarity shared by between fake news articles and spam messages, regarding
properties such as syntactic similarities, grammatical mistakes, emotional tone, and trying to a�ect
the reader’s opinion. Utilizing simple classi�ers often used for spam �ltering against fake news, they
achieved promising results relative to the simplicity of the model used. [25, 30] focus on the emo-
tional tone in particular, common in fake news’s attempts to trigger intense emotions to achieve
further spread online. They present a detection model which incorporates extracted emotional sig-
nals, such as the use of emotional words in a claim, the “emotional intensity” expressed by a claim,
and a neural network that predicts the emotional intensity that can be triggered in a user. [27] use
a Convolutional Neural Network model which analyses the semantic and syntactic information from
articles in addition to text analysis. This was used to calculate the weight of “sensitive” words, and
showed high results.

A problemmentioned by [18] is the inability of somemodels to properly �lter fake news in Portugal
due to the scarcity of labelled datasets in Portuguese, which leads to the necessity of having to develop
their own linguistic reference. [32] developed a dataset in German for the same reason. [29] aim
at easily developing a large enough dataset to be used in the creation of an automatic classi�cation
model, which they regard as the true challenge as opposed to the, technically speaking, rather straight-
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forwards classi�cation problem of fake news detection itself. Their solution is to automatically collect
hundreds of thousands of tweets into a dataset and label their source as trustworthy or untrustworthy,
training a classi�er with that dataset, and then using that classi�er to classify other tweets as true or
false. Despite all tweets from an untrustworthy source not being fake and vice versa, the resultant
datasets could still achieve rather high performance, making dataset acquisition a simple process if a
certain amount of label noise is accepted.

[13] proposes a method which, instead of being based on traditional deep learning, is based on
“active learning”, which can e�ciently learn from smaller samples in order to improve performance
in weakly-supervised learning environments. Making it more suited for practical applications such
as when dealing with 140 character length twitter posts.

[2] utilized machine learning classi�ers to identify fake news by examining visual cues based on
things such as image content, brightness and “mood” combined with the content of the text; how it is
written, usage of positive or negative words, as well as with behavioural cues in regards to how news
are shared online, to automatically classify it as fake news or not.

[24] looked at satirical fake news, which they claim can become harmful in the existing atmosphere
of fake news, despite not being true “fake news” due to their deliberately humorous angle. Reasons
for that is the fact that many users only read the headline of articles they come across, combined
with shared/liked articles in social media such as Facebook also only showing the headlines in the
newsfeed. They look at how humorous satirical news is constructed and uses a machine learning
approach that aims to automatically detect them.

3.2. Network Analysis

As some of the papers in the above category start to touch on, the surrounding data outside of the fake
news article itself can also be an essential part of automatic fake news detection. This is the so-called
“Network” approach, which can be an e�ective tool and has some advantages in areas where the
text classi�cation approach can run into issues. Several researchers also include features speci�cally
related to social media, the largest area of distribution of fake news, in the detection models presented
within this area. How fake news is propagated in such environments, as well as what role users play
in this, is particularly in focus.

The challenge of detecting fake news with limited information is a recurring theme in the literature
under this category. Machine learning approaches which detect fake news based on text analysis have
a limitation in the form of not being able to detect fake news early, when the information required
for veri�cation or debunking is unavailable due to the early stage of news propagation. This limits
the detection accuracy, and a model is proposed which is based on a Convolutional Network that
detects the propagation paths of the news based on the users who spread it. Detection based on
global and local user variations along this path can then help identify fake news with high accuracy
much earlier than other approaches. Text analysis is also too ine�ective when news pieces are too
short, but this can also be analyzed using convolutional networks. They can create knowledge graphs
which can detect the veracity of the relation between two entities. Such models would generate
background information knowledge graphs which can then be used to automatically build entity
relations to detect truth or falsehood. The use of structured knowledge networks is suggested to be
able to gather the background information. Despite a low amount of information being used to create
knowledge graphs, they were proved to be able to provide decent results.

[33] also used knowledge networks to detect deception. False statements being presented as real
can be extracted and examined alongside statements which can be found in structured knowledge
networks online. A statement would then have its subject and predicate divided into nodes which,
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based on their “proximity” in terms of narrow or wide relation to each other, would increase the
likelihood that the type of pairing of the subject-predicate in the statement is true or false. In this
way, fact-checking can become a simple computation to detect the shortest “path” between nodes in
a statement. Such an approach would however require a relevant pre-existing knowledge base. In
social media, metadata and included hyperlinks can be used to establish veracity by linking the most
important words to other words within the same network.

[50] propose a network-based approach which studies the patterns of how the news are being
spread, who spreads them, and what the relation between these spreaders are. Such patterns are then
used at various network levels to detect fake news. The authors show how fake news spreads farther
than real news, and has more and stronger spreader engagement, which is denser for networks of
similar interests and behaviour. A downside is that the news needs to be propagated on social media
before it can be detected, although here as well only a small amount of network information is needed.

Another approach which further focuses on the user engagement uses a combination of both the
text-analysis in addition to a social-based method which takes into account the amount of times con-
tent is shared or “liked”, as well as bywho. It has been shown that content of Facebook can be classi�ed
as fake news with very high accuracy based on the users who “like” them, a result of the tendency of
users to aggregate into “bubbles” which selectively share content that �ts their narrative of things. A
downside to this is of course that the content needs to have a certain amount of “social interaction”
in order to produce worthwhile results..

[38] also propose a model that looks at features like the group behaviour of users who spread
fake news, and from who and where they spread it from. This would be done through a combined
text analysis and network analysis model which combines the three fake news characteristics of: the
article text, the user response it receives, and the user source promoting it. A combined approach like
this is argued to increase accuracy and generality, managing to achieve this as well as a meaningful
representation of users and articles.

Combination approaches were also proposed by [41], who utilized machine learning classi�ers
and demonstrated the importance of combining statements with the overall “credibility patterns” of
politicians. Similarly, [40] created a di�usive network model that relies on explicit and latent features
extracted from a text and achieved very good performance in not only identifying fake news article,
but also striking at the origin of such news by likewise identifying the news creators and types of
news subjects, where a record of credibility can be seen and assessed. The latter two categories being
considered more important than the news itself in the contribution to eradicate fake news spread on
social media.

3.3. Human-Machine Hybrid

Some of the collected literature proposed a human-machine hybrid method. Such methods utilize
the machine-based automatic detection models mentioned above, but also rely on manual input from
humans in various ways to help improve accuracy and performance. A hybrid method is hoped to
bring the best of both worlds. For example, [44] examine how human, machine and human-machine-
based approaches compare and �nd the hybrid approach to be most e�ective.

[46] state that automatic fake news detection is made di�cult due to the language used in such ar-
ticles being purposefully hard to distinguish from real stories, and di�erentiating satirical news from
fake news is even more complicated. Classical fake news detection, such as linguistic approaches,
does not work well with satirical news about politics due to the advanced language often used. Their
solution is using a machine learning-human crowd hybrid model, where human input is used de-
pending on the con�dence of an initial machine classi�cation. They achieve better results than a pure
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machine approach, and a combined method also helps alleviate the poor scalability in regards to cost
and latency that a purely crowd-sourced approach would su�er from. They suggest such a system
could be applied to social media.

[45] propose a machine learning model that crosschecks content input with articles from “Fact
DB”, described as a collection of true articles, built and updated by human’s direct judgment for
detecting fake news by collecting facts. The input would then be compared with content from Fact
DB using sentences matching. An article abstraction process and an entity matching set (alongside
the aforementioned sentence matching) are used to improve performance and accuracy when dealing
with longer sentences or unlearned relations between words, respectively. A �nal answer regarding
the factuality of the input is produced based on the results of the two matching steps.

[43] propose a very ambitious solution in the form of a fact-checking infrastructure which would
be designed as an additional layer on top of the World Wide Web, available to every user, ideally
integrated into all web browsers to the same degree as the URL-�eld or a bookmark function, and
able to handle millions of users, arbitrary types of content, many di�erent languages and massive
amounts of data. The infrastructure would provide web-based tools that users could use to process
any content on a page in order to get more information. A user would target any content, ranging
from a single comment to an entire article spread over several pages, and receive additional/alternate
viewpoints, independent assessments, or indications if the content is dangerous/abusive/factual. Au-
tomatic machine learning methods combined with human intelligence and feedback are considered
necessary to ful�l these tasks, with a fully automatic or hybrid approach being used for di�erent areas
of analysis. The infrastructure should be decentralised to avoid being vulnerable to misuse. Any or-
ganisation/company/research centre should be able to operate and o�er services to the infrastructure
and users should be able to con�gure a personal set of these (fully transparent) tools and services,
fully combinable with each other using standardised in/output formats, in order to aggregate a value
regarding, for example, political bias. Decentralised web annotation repositories, aggregated from
both human and machine, would send their annotations to the tools which provide information to
the end-user.

3.4. Reviews and evaluation

This category includes literature which does not propose a speci�c solution or method, but rather
looks at several methods and compares and evaluates them.

[48] performed a comparative study on several types of text classi�cation and language processing
machine learning algorithms. They concluded that the XGB (Gradient Boosting Algorithm) classi�er,
which implements machine learning algorithms, was the most e�ective classi�er of the ones they
tested.

[47] stresses the limitation of existing datasets, the quality of which various detection models de-
pend on, due to the reliance on human annotations and instead propose a method for automation of
the data set creation process. They create an automatic system which is based on fake-news stories
classi�ed by face-checking websites. These types of datasets are important for all kinds of detection
models.

[54] examines the proposed approach of tracing a text to its source based on the writing style of the
article and determining the trustworthiness of that source. The reason for this approach is the fact
that much of fake news is more or less auto-generated, and this can be identi�ed with text analysis
and can be indicated by the type of source itself. However, since true news can be auto-generated in
a similar process, or that fake news can consist of corrupted real news, the authors reveal that this
approach has a big weakness. This highlights the importance of assessing the veracity of the text, and
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not just its style and source.
[49] evaluate di�erent tools using the same dataset for all of them. The tested tools are SurfSafe; a

browser extension which compares images from news with a database; Fake News Detector AI, which
uses a neural network; TrustedNews, which can detect bias, clickbait, satire, etc.; Fake News Detector,
that is open-source uses feedback from users of the tool; Fake News Guard, a browser extension
which veri�es any page visited by the user or link displayed in Facebook using linguistic and network
analysis plus AI; Decodex, a tool which can label information as “info”, “satire”, or “no info”. Many
of the classi�cation attempts failed, producing only responses like “error” or “no result”. There were
however almost no cases of di�erent tools providing contradictory classi�cations the same piece of
information (i.e. true and false at the same time). Results were better when using English text and
sources.

There were several papers that looked at fake news detection itself, such as its challenges, research
directions, characterisation and comparison versus other concepts such as satire or rumours. They
talk about the di�erent detection techniques and mechanisms which exist. The information brought
up in these areas have however already been covered in the chapters above.

4. Conclusions and Discussion

The aim of this paper was to summarise existingmethods for automatic fake new detection. The study
�nd that there is a lot of research in the domain of fake news detection and while there are several
methods available, they all have bene�ts and drawbacks. The examined literature reveals attributes
that can commonly be out on fake news and used for identi�cation, including:

• Fake news are often emotionally charged

• Fake news often have eye-catching headlines that can be compared to click bait

• Fake news spread patterns appear to be pre-determinable

While these traits apply to fake news, they can also apply to there content types making it di�cult
to distinguish fake news from, for instance, satiric content. In conclusion, it seems feasible to base
fake news detection on not only text content but also on spread patterns, as suggested by for instance
[33, 39, 41].

This paper summarizes methods for automatic Fake news detection discussed in recent scienti�c
literature. As such, it contributes to the scienti�c community as a snapshot of the current research
landscape. It can also bene�t practitioners seeking to develop automatic classi�cation algorithms for
use in Fake news prevention.

Under underlying question, raised by the topic itself, is how Fake news detection algorithms should
be implemented in practice. It would seem necessary to apply a permissive or restrictive approach
where a permissive approach would limit the amount of true news that are classi�ed as fake and
a restrictive approach would perhaps correctly identify more fake news but also classify legitimate
content as fake. Another important implementation factor is how the algorithms will be perceived
by the users. A Fake news detection software will undeniably be a socio-technical system designed
to assist Internet users. As such, studies concerning the social aspect of fake news detection is much
needed as future work.

While the actual implementation of Fake News detection is beyond the scope of this paper, the
topic raises an delicate ethical dilemma. Any automatic Fake News detection will essentially work as
a �lter and one must consider who that should decide what is classi�ed as legitimate and what that
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is classi�ed as fake or fraudulent [55]. As such, an important direction for future work is the domain
of ethics and content �ltering. A common framework on this topic is much needed by researchers
as well as practitioners. We foresee a key question to be concerning who decides that is fake and
what is legitimate. In light of the US presidential election campaign of 2020, it is evident that di�erent
stakeholders have di�erent perspectives on this matter.
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