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Abstract. The paper discusses problem of assessing customer prefer-
ences profiles for goods offered by retail store. A profile is assessed on
the condition that a certain set of goods was previously purchased by
the buyer. It is supposed that information about previously purchased
products is contained in sales receipt. The trivial technique where prefer-
ence rating is calculated as common frequency of occurrence of products
in sales receipts is compared with a technique using combinations of as-
sociation rules and a new method involving product clustering at initial
stage. Preference rating is at that evaluated by combined feature de-
scription that includes the description of the evaluated product and the
description of the set of goods present in sales receipt. Feature descrip-
tion of evaluated product is a vector of proximity measures to clusters
received by agglomerative hierarchical clustering. Feature description of
a set of goods is vector of mean proximity measures between clusters
and goods from this set. Gradient boosting method was used to distin-
guish goods which were and were not actually purchased by combined
feature description. At that purchasing probabilities estimates that are
returned by recognition algorithm are considered as preference ratings.
ROC analysis is used to compare efficiency of three techniques.

Keywords: Recommender system · Machine learning · Feature extrac-
tion · Gradient boosting.

1 Introduction

The purpose of this article is to study the effective use of data to personalize
offers to retail customers, mainly with online purchases. The study presented in
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this work is a continuation of the studies previously presented in the works [1]
and [2]. The discussed method is aimed at taking into account the entire content
of the sales receipt, and not only information about the most popular products
as in [2]. In general, the model of the relationship between the retailer and the
buyer is as follows: the appearance of the client is considered consistent, so the
seller offers each buyer a range of products, then the client decides whether to
make a purchase. The retailer may encounter restrictions in terms of display or
capacity, which limit the number of products in the offer. The retailer’s goal
is to maximize the expected total revenue for the sales season. Recommender
systems are a popular tool aimed to give a customer an advice which good in
the best way corresponds to his/her demands [3]. Many techniques can be used
to implement one. Context based systems use some supplementary information
about customers or goods. However such information is often hard to achieve.
Another approach employs information about customer’s preferences expressed
by them in one way or another. In the latter case some very efficient mathe-
matical tools involving matrix decomposition can be used. But getting client’s
preference data is associated with additional costs in offline shopping. Finally,
recommendations can be based on digital traces left by anonymous customers,
i.e. the set of customers’ receipts registered up to a certain point. Additionally
in the simplest case all identification is based on a set of goods being bought.
Segmentation or clustering is the key to effective personalization and identifying
preferences.

We illustrate the practical value of a clustering policy in real conditions
using a dataset from a major Russian retailer. The data set consists of roughly
ten thousand cosmetic and related goods purchased in different combinations in
about one hundred thousand transactions over two months period. We compare
the effectiveness of the proposed policy with a data-intensive policy that ignores
any potential similarity of preferences in different profiles and, thus, evaluates the
product preferences for each profile individually. Namely we discussed as baseline
approaches using association rules. The simplest baseline method is frequency
based algorithm that will be referred to as AF . Algorithm AF calculates receipt
owner preference ratings for item Y as fraction of receipts with Y among all
receipts.

2 Data Set

Each receipt Z can be described as a binary vector of length N corresponding
to a total number of products sold by a certain retail organization. The vec-
tor’s elements corresponding to products sold in that particular transaction are
marked as ones, and the rest are marked zeros.New customer’s recommenda-
tions are made with the help of algorithm that was generated on the basis of the
previously collected receipt data and the currently performed transaction which
can be described in the same binary form. Efficiency of algorithms was studied
at data set that is collection of 98500 receipts. Total number of products N was
about 6000.
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3 Ensembles of Association Rules

Exactness of AF is not high because it ignores all information about previously
purchased goods. So more complicated method using ensembles of association
rules was also considered. Association rule is a way of measuring consequence like
relationships between objects [4]. In this case the relation between a product X
being bought, i.e. Z0(X) = 1, and a product Y to be recommended. Here, each
receipt Z is described as a binary vector of length N corresponding to a total
number of products. New customer’s recommendations are made on the basis
of the previously collected receipt data and the currently performed transaction
Z0 which can be described in the same binary form.

Let’s denote S({X}) and S({Y }) the subsets of all receipts S containing
product X or Y correspondingly, whereas S({X,Y }) will denote a subset con-

taining both goods. The support of X is then defined as Sup(X) = |S({X})|
|S| ,

whereas confidence of the X, Y pair is Conf (X,Y ) = |S({X,Y })|
|S({X})| . Pairs of ob-

jects with large enough values of both criteria form association rules which can
be used to estimate probability of buying product Y subject to product X pur-
chase. The conclusion may be made based on a single best association rule or
by their ensemble. Support and confidence are calculated for all products from
the training set ST and their pairs respectively.

The associative rules preference ratings for the owner of Zj receipt can then
be calculated as

AAR(Y, Zj) =
1

|{Xj
1 , . . . , X

j
r |Sup(Xj

i ) > 0}|
×

×
∑

X∈{Xj
1 ,...,X

j
r |Sup(Xj

i )>0}

Conf (X j
i ,Y ) .

In situation when sales receipt is absent preference rating for item Y may
be evaluated as support value only and association rules algorithm is reduced to
AF , i.e.

AF (Y, Zj) = Sup(Y ) .

4 Methods Based on Clustering

When using clustering techniques the set of binary receipt vectors is divided into
several groups or clusters in which the digital traces are considered close to each
other in terms of a selected metric. Then the Y product’s preference rating can
be calculated by frequencies present in the cluster containing the Z0 trace.

Clustering methods are used in recommendation systems to select groups of
customers with similar preference profiles [5]. Here we suggest another technique
where clustering is used to select groups of complementary products. The derived
set of clusters is further used to generate multidimentional feature description of
products. Such descriptions allow effective application of machine learning tools.
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The authors of the present research have already shown that agglomerative
hierarchical grouping method applied to the described binary data produces
well interpreted set of product clusters [1]. At that the chi-squared metric [6]
was used to evaluate proximity measures between goods that are described by
binary vectors.

Chi-squared metrics. Let’s consider two arbitrary binary vectors x, y of
the same length.Let’s denote by a the number of positions in which both vectors
are ones, i.e. xyT .Let’s define b, c, d in the similar fashion, i.e. b = x(1̄ − y)T ,
c = (1̄−x)yT , d = (1̄−x)(1̄−y)T , where 1̄ is a vector of ones of the same length
as both x and y.The chi-squared metric ρ is then defined as

ρ(x, y) =
(ab− cd)2sign(ab− cd)√

(a+ b)(b+ c)(c+ d)(d+ a)
.

To evaluate similarity measure between clusters Ci and Cj sum ρUA(Ci, Cj)+
ρCL(Ci, Cj) is used. Metric

ρUA(Ci, Cj) =
1

|Ci||Cj |
∑
X∈Ci

∑
Y ∈Cj

ρ(X,Y )

corresponds to unweighted average linkage clustering while metric ρCL(Ci, Cj) =
min

X∈Ci, Y ∈Cj

ρ(X,Y ) implements complete linkage clustering. Using ρCL(Ci, Cj)

prevents merging big clusters. Combining of two metrics allows to control dis-
tribution of clusters by size and thus to receive optimal set of clusters providing
exact estimation of preference rating.

Let we have L non-intersecting clusters C1, . . . , CL in the ST set. The distance
of product Y to the i-th cluster is calculated as

P (Y,Ci) =
1

|Ci|
∑
X∈Ci

ρ(Y,X). (1)

Vector
P(Y ) = [P (Y,C1), . . . , P (Y,CL)] (2)

can serve as a good feature description of the product Y since it is continuous
and it reflects customer’s interest to the product in terms of his interest to
different clusters of products.

Method Based on Top Products. In our previous studies[2], we consider
method for calculating customer preference estimates based on clustering, where
preference of a product for the owner of receipt Z is calculated by concatenat-
ing descriptions of r top products from Z and description of evaluated product
Y . Let Zj be an arbitrary receipt where Xj

1 , . . . , X
j
r are the top r goods in the

order of decrease of their frequency in the ST . Preference rating for some prod-
uct Y that is absent in some receipt Zj was calculated by Xj

1 , . . . , X
j
r with the

help of algorithm that is ensemble of decision trees. This algorithm returns es-
timates of probability that the customer that received receipt Zj will purchase
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product Y . The input of algorithm was combined feature description that is
[P(Xj

1), . . . ,P(Xj
r ),P(Y )]. The task of algorithm receiving was reduced to stan-

dard pattern recognition task with two classes. Several machine learning were
tried. But the best efficiency was achieved for gradient boosting method gener-
ating decision trees ensembles. It was shown by experiments that method based
on clustering and gradient boosting outperforms the trivial algorithm AF and
algorithm based on ensembles of association rules in terms of areas under ROC
curves.

Method based on average proximity measures. There are two draw-
backs to method based on r top products. At first trained algorithm cannot
be applied when number of products in receipt less than r. At second all other
information about the sales receipt besides information about top products is
actually lost. In this paper method is discussed, where the preference of the
product Y for the owner of receipt Z is calculated by averaging descriptions of
all products from Z combined with the description of evaluated product Y .In
other words the preference is calculated by combined description [Pa(X̃),P(Y )],
where

Pa(X̃) =
1

k

k∑
i=j

P(Xj) (3)

and X̃ = {X1, . . . , Xk} are all goods from sales receipt Z. As in the previous
work [2] the was reduced to standard pattern recognition task with two classes.
The trained algorithm returns probability that evaluated product belongs to
group of purchased products that are used as preference ratings of products.

Experiments. The original set of checks was randomly divided into subset
ST that was used to generate training set S̃t and subset SC that was used to
generate test set S̃c. The represented below procedure was used to generate
training set S̃t from ST .

– Step 1. Hierarchical grouping method is used to receive optimal clustering
of products {C1, . . . , Cl} by full initial training set ST .

– Step 2. Set Sr
T is selected from initial training set ST . Each receipt from Sr

includes at least r products.

Steps 3-6 are repeated m times where m is size of training set.

– Step 3. Sales receipt Z is randomly selected from ST without returning
and k1 + k2 products Y1, . . . , Yk1+k2

are randomly chosen from Z without
returning, where k1 must be fixed less r. At that first k1 products Y1, . . . , Yk1

are selected from set of products that are present inside Z and rest products
Yk1 , . . . , Yk1+k2 are selected from set of products that are not present inside
Z.

Steps 4 and 5 are implemented for each product from the set {Y1, . . . , Yk1}.

– Step 4. If Yj is inside set of products {X1 . . . , Xr} that are present in Z or

j ≤ k1 then X̃ = {X1 . . . , Xr} \ Yj and X̃ = {X1 . . . , Xr} otherwise.
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– Step 5. Vector description of product P(Yj) is calculated according to (1,2)

vector description P(X̃) is calculated according to (3).

– Step 6. Concatenation of P(X̃) was labeled by 1 if Yj is present in Z and is
labeled by 0 otherwise.

– Step 7. Labeled concatenation is added to training set S̃t.

The procedure was used to generate S̃t for k1 = 1, k2 = 4 and m = 15000.
Efficiency of several machine learning techniques in two-class pattern recogni-
tion task with training set S̃t was evaluated using multifold cross-validation and
by control set S̃c that was generated from SC using practically the same proce-
dure that was used to generate S̃t but with parameters k1 = 1,k2 = 1000 and
m = |SC |. In other words preference rating for product Yj” in a sales receipt
Z in SC is calculated by combination of feature description of product Yj” and
feature description of set of products really purchased in Z and different from
Yj” if Yj” was purchased also. Feature description were calculated using set clus-
ters {C1, . . . , Cl} found in ST . Tried machine learning methods include logistic
regression, support vector machines, decision forests with gradient boosting[7].
But the best result was received for Light gradient boosting (LightGBM)[9]. The
algorithm based on clusterization and LightGBM will be reffered to as AML2.

Fig. 1. ROC curves comparison. ROC AUC values for different methods are given in
right low corner.

The ROC curve [8] for AML2 is shown at the figure (1) together with ROC
curves for AAR (associative rules) and AF (frequency based). In the legend
“boostings” stands for AML2. It is seen from figure (1) that the ROC curve for
AML2 runs noticeably higher the ROC curve for AF at interval for FPR from
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0 up to 0.6. At that the ROC curve for AML2 practically coincides with ROC
curve for AAR at interval from 0 to 0.07.

5 Conclusion

A new method has been developed for estimating customer preferences by the
anonymous cash receipts data. The experiments indicate the prospects of the
proposed approach. Firstly, the effectiveness of the proposed method turned out
to be slightly higher than the effectiveness of reference methods. Evaluation was
performed by ROC AUC. Secondly, it is important to mention that though the
ROC AUC values of the proposed method and the frequency based algorithm are
quite close the experiments showed significant differences between their recom-
mendations in terms of goods. The machine learning algorithm former suggests
rarer products which may be advantageous for the shop owner. Also, the low
correlation between recommendations calculated by three technique indicates
that ensemble of methods might provide some improvement in future research.
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