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Abstract. The main objective of this study is a comprehensive analysis of an 

atherosclerosis disease with the use of various machine learning algorithms. One 

of the primary goals of this study was to develop effective diagnostic models for 

this disease. The real deidentified medical datasets were used for the models 

training, in particular, a sample of the MIMIC-III database. The use of the spe-

cialized Microsoft Azure Machine Learning platform within this study allowed 

us to develop highly efficient, scalable, and reusable classification models for 

atherosclerosis diagnostics. A significant part of the study was also devoted to 

working with the dataset of the Voronezh Regional Cardiology Dispensary. This 

dataset, containing real non-personalized data from more than 500 patients, al-

lowed us to obtain the models for identifying the most significant predictors and 

markers of the atherosclerosis disease. With the purpose of the improvement of 

the existing models’ quality, an automated system is currently being developed - 

the cardiologist’s workplace. This application, developed using the .NET Core 

and the Angular framework, allows to keep track of patients’ and doctors’ ap-

pointments, as well as save the patients’ medical data as diagnoses and prescrip-

tions. The further extension of the medical data obtained will help us to create a 

comprehensive system that would allow us to identify the most optimal patient 

treatment strategies using the Markov Decision Process approach. 

Keywords: machine learning, classification, Microsoft Azure Machine Learn-

ing, LightGBM, XGBoostClassifier, RandomForest, ExtremeRandomTrees, 

atherosclerosis, ROC, AUC, reinforcement learning, Markov Decision Process, 

automated doctor’s workplace. 

1 Introduction 

A key aspect of successful treatment is the timely diagnosis of a disease. Often, pathol-

ogy can begin to develop asymptomatically, sometimes at an early age, eventually 

worsening the patient's quality of life and health. In particular, the symptoms of the 

atherosclerosis disease can be found among 17% of people between the ages of 13-19 

years, and by the age of 40 years, at least one atherosclerotic lesion is present in more 
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than 70% of patients [1]. The high prevalence of this disease, as well as the accompa-

nying high risk of vascular damage and ischemic lesions of organs, requires the thor-

ough research and the development of the most effective diagnostic methods and treat-

ment policies.  

Lots of up-to-date machine learning methods have shown high efficiency in solving 

various medical problems. The most highly productive machine learning algorithms are 

often used to solve medical diagnostic problems. One of the most popular approaches 

is deep learning, which is actively used, in particular, in the task of diagnostics of the 

life-threatening diseases, which is illustrated in [2,3]. At the same time, a significant 

part of the studies nowadays is devoted to the application of the effective machine 

learning methods to the research of cardiovascular diseases. For example, in [4,5], an 

approach to the diagnosis of peripheral arterial diseases using supervised machine 

learning methods was demonstrated. Therefore, the most efficient machine learning 

methods have been chosen as the toolkit for the development of an automated diagnos-

tic system and the selection of optimal atherosclerosis treatment policies. 

The task of developing a system for atherosclerosis diagnostics and treatment pre-

scriptions was set by the specialists of the Voronezh Regional Cardiological Dispensary 

(VOCD). This research includes the following main stages. 

1. The development of the non-invasive atherosclerosis diagnostic models. The solu-

tion to this problem involves 2 main steps.

a. Development of diagnostic models using the dataset provided by the VOCD. As

a training sample, this study used data collected within a research conducted

among 522 adult patients from the Bogucharsky district of the Voronezh region

using multichannel volume sphygmography (MVS) – an efficient non-invasive

method for atherosclerosis diagnostics [6] aimed at identifying the significant

asymmetry of systolic blood pressure (SBP) on the arms or legs (ArmsIndex and

LegsIndex, respectively), as well as the ankle-brachial index (ABI). The thresh-

old value of the ABI indicator is an approved and generally accepted diagnostic

marker, while the pressure asymmetry coefficients ArmsIndex and LegsIndex

are still currently the subject of study. In particular, studies [7-9] have been de-

voted to the identifying of the SBP asymmetry parameters, which also can be

considered as diagnostic features of atherosclerosis. In this study, neural network

models (binary classifier of MLP architecture, self-organizing Kohonen maps)

[10], as well as ensemble models (RandomForest, ExtremeRandomTrees,

XGBoostClassifier) [11] were used to find the most informative values of the

SBP asymmetry coefficients and use them as the basis for the calculation of the

atherosclerosis markers values.

b. Development of the diagnostic models using a sample of the international data-

base MIMIC-III. Unfortunately, the size of the regional sample is not sufficient

to obtain an expandable and generalizable solution; moreover, this sample con-

tains only the data on atherosclerosis disease. Due to this reason, in addition to

the regional sample, the current study included MIMIC-III datasets containing

medical records on ICU admissions at a Boston Medical Center from 2001 to

2012. Also at this stage of the study, the Azure Machine Learning platform was

241



used as a tool for building diagnostic models, which allowed to develop scalable 

solutions with the possibility of deployment and continuous training. [12] 

2. The development of the optimal patients’ treatment strategies using efficient rein-

forcement learning models. The most recent machine learning approaches, for ex-

ample, reinforcement learning, allow not only to diagnose, but also to develop opti-

mal policies for treating patients with a specific diagnosis and health condition. In

particular, in [13] the solution to the problem of treating sepsis using reinforcement

learning is provided. It is also well-known that reinforcement learning is nowadays

used in some mobile health systems [14], that help to continuously monitor the pa-

tient's treatment progress and adjust treatment strategies online.

3. The development of an automated system for collecting medical information, includ-

ing patients’ diagnoses and doctors’ appointments, as well as performing adminis-

trative functions (registering patients, scheduling consultations with a doctor, etc.).

According to this purpose, we have developed an application for patients and doc-

tors, which allows to continuously track the condition, diagnoses and treatment pre-

scriptions of patients and their appointments with the doctors, and collect new data

to train and improve models. A significant advantage provided by the development

of such a system is the collection of regional data, which contributes to the develop-

ment of models that consider the local characteristics (climatic, social, etc.) in the

most efficient way.

2 Atherosclerosis Diagnostic Models and Methods 

The solution of the problem of atherosclerosis diagnostics implied the building of the 

classification models of high-quality, trained on medical datasets containing infor-

mation about patients suffering from this disease. Within this task, we performed a 

comprehensive analysis of the patients dataset provided by the Voronezh Regional Car-

diology Dispensary [10,11]. A model developed using this sample reflects the patterns 

in medical observations that are specific for particular cohorts of patients. At the same 

time, during this investigation, we proved the effectiveness of the main atherosclerosis 

markers – ArmsIndex, LegsIndex and ABI, which provide quite simple, but efficient 

diagnostic methods. 

However, the disadvantage of such a sample is its rather small size, therefore, in 

order to solve this problem at the next stage of the study, it was required to use a dataset 

containing a larger number of patients’ observations. Within this work the MIMIC-III 

datasets containing the arrays of patents’ data who admitted to critical care units at a 

large tertiary care hospital were studied. Due to having a large MIMIC-III dataset sam-

ple we were able to build a model trained on many different cases and taking into ac-

count a wide range of factors and dependencies that affect the diagnostic results. 
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2.1 The Task of the Atherosclerosis Markers and Predictors Analysis. 

The Dataset of the Voronezh Regional Cardiology Dispensary 

Within this study we were able to take into account the specific local properties of 

the atherosclerosis diagnostics problem for a particular group of patients using the da-

taset of patients from the Bogucharsky district of the Voronezh region, provided by the 

Voronezh Regional Cardiology Dispensary [6,15]. The description of the dataset fea-

tures is provided in Table 1. 

Table 1. Regional dataset input features. 

Feature category Variables 

Hemodynamic Systolic/diastolic/ pulse arterial pressure on the right/left arm /leg 

(SBPra, DBPra, PPra, SBPla, DBPla, PPla, SBPrl, SBPll), heart rate 

(HR), pulse wave velocity (cfPWVV, baPWV) 

Socio-Demographic Gender, age, smoker 

Anthropometric Height, weight, body mass index (BMI) 

Laboratory Glucose, cholesterol 

Clinical Arterial hypertension (AH), stenocardia, infarction, acute disorder of 

cerebral circulation (ADCC), coronary artery bypass grafting/percu-

taneous intervention (CABG/PCI), diabetes, chronic heart failure 

(CHF), atrial flutter and atrial fibrillation (AF), obesity 

Within this research we were able to identify and prove the diagnostic efficiency of 

the main atherosclerosis markers (represented by equations (1)-(3), where ABIr/ABIl 

is right/left ankle-brachial index, SBPa/SBPl is arms/legs systolic blood pressure).  
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As a result of this research we were able to develop the efficient, though quite simple 

method of atherosclerosis diagnostics, which doesn’t assume the execution of any com-

plex laboratory or clinical tests or hospitalizations. We also managed to identify the set 

of atherosclerosis predictors, highly associated with this diagnosis (heart rate, arterial 

hypertension, diabetes mellitus, age, height, weight, chronic heart failure). The details 

and results of this research can be found in [10,11] 

The models trained on the dataset under consideration reflect local and regional de-

pendences with high accuracy. However, often (for example when the purpose is deliv-

ering and integrating the developed solution in the live environment) it is also important 

to take into account the most general dependencies and data samples of a larger size, 

which are highly representative and include many observations. 
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2.2 Automated Experiments Based on Microsoft Azure Machine Learning 

Platform Using the MIMIC-III Data 

MIMIC-III sample of a patients having atherosclerosis. MIMIC-III database [16] 

(«Medical Information Mart for Intensive Care») is a large, single-center database com-

prising information relating to patients admitted to critical care units at a large tertiary 

care hospital in Boston (Massachusetts). Data includes vital signs, medications, labor-

atory measurements, observations and notes charted by care providers, fluid balance, 

procedure codes, diagnostic codes, imaging reports, hospital length of stay, survival 

data, and more.  

Within this study, aimed at atherosclerosis disease investigation, we prepared a da-

taset containing a sample of laboratory (glucose, cholesterol, creatinine) and clinical 

(diabetes, history of myocardial infarction) features. A fragment of the original sample 

is shown in Table 2.  

Table 2. MIMIC-III sample fragment. 

Glucose Cholesterol Creatinine Diabetes Infarction Atherosclerosis 

1 125.6875 129 1.9444 0 0 0 

2 148.5 208 1.58 0 1 0 

3 152.5714 252 0.575 1 1 1 

4 122 153 1.0667 0 0 1 

5 103.6667 173 1.5 0 0 1 

The graph displaying the pairwise laboratory features distribution considering the 

atherosclerosis diagnosis approved or not is shown in Fig. 1, along with 7 different 

kinds of atherosclerosis specified. 

Classification models building using Azure ML. Based on this sample, the task of 

the patients’ classification based on the laboratory and clinical features was solved. In 

this case, the “Atherosclerosis” field of the dataset, representing whether the patient has 

atherosclerosis diagnosis or not, was chosen as a target (output) variable.  

Usually the solution of the machine learning problems involves time-consuming 

steps of the models setting up and selection, as well as the calibration of hyperparame-

ters, which sometimes is a complex and long-term process. However, the development 

of the current technologies allows us to automate these steps, which can significantly 

reduce costs and optimize the obtaining of models that have the highest quality metrics. 

In particular, in this study, we examined the capabilities of the Microsoft Azure Ma-

chine Learning platform, which allowed us to conduct many experiments (iterations of 

building and training models) on different versions of data sets. 

The multiple experiments (classification models training, testing and validation iter-

ations) were run using the MIMIC-III dataset sample and such classification methods 

as RandomForest, ExtremeRandomTrees, XGBoostClassifier (the detailed description 

of these algorithms are provided in [11]), as well as gradient boosting framework 

LightGBM.   
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Fig. 1. The distribution of laboratory features. MIMIC-III. 

The advantages of this framework are its high performance and training speed, low 

memory costs, and also the high calculation accuracy.  

The high efficiency of this framework is a result of the optimized tree growth algo-

rithm. In opposite to the majority of the decision tree learning algorithms, that grow 

trees by level (depth-wise), LightGBM grows trees leaf-wise (best-first), which is dis-

played in Fig. 2. [17] 

Fig. 2. Lever-wise and leaf-wise tree growth algorithms comparison. 

Metrics and models’ performance. The initial sample is a large sample containing 

7021 records of patient diagnoses. Moreover, this sample is balanced, because the pro-

portion of patients with diagnosed atherosclerosis in the entire sample was 53% (3722 

cases, 3299 healthy patients). 

The Azure Machine Learning platform provides a number of built-in quality metrics 

for classification models, including Accuracy, Weighted accuracy, Average precision 

score macro / micro / weighted, AUC macro / micro / weighted, etc. An important step 

of the classification task is to determine the metrics for the current analysis with the 

highest priority. 
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Often the optimal approach for assessing the accuracy of medical diagnostic models 

is ROC-curves, and the area under the ROC-curve AUC is the primary aggregated qual-

ity metric. The Weighted AUC criterion, in its turn, is an extension to AUC that takes 

into account the weights of each class in the dataset target variable. Consequently, the 

performance of the final classifiers was evaluated, primarily, using the weighted AUC 

criterion.  

3 The Results of Atherosclerosis Diagnostics Task Solution 

As a result of the research using the data of clinical patients’ examination in the Bogu-

charsky district, diagnostic models, described in Table 3, were built. This sample was 

unbalanced (the rate of patients with atherosclerosis was only 14%), therefore, in par-

ticular, ensemble models with built-in class balancing algorithms were considered. The 

model of the highest quality contained the ABI marker as a diagnostic feature and re-

flected its dependency on the patient's hemodynamic parameters. [11] 

Table 3. The best diagnostic models for each of the atherosclerosis markers. 

Marker Features set Classifier AUC 

ABI SBPra, SBPll, HR, DBPra, cfPWV_calc> 10 

m/s 

Blagging 0.89 

ArmsIndex SBPla, SBPrl, SBPll, PPla, cfPWV, HR, 

Gender, AH, diabetes, CCF, Age, Height, 

Weight 

ExtraTrees 0.73 

LegsIndex SBPll, SBPla, SBPra, DBPra, HR, cfPWV, 

DBPla, Gender, AH, diabetes, CCF, Age, 

Height, Weight 

Blagging 0.71 

The building of the atherosclerosis classification models based on the MIMIC-III 

dataset using the Microsoft Azure Machine Learning cloud-based platform allowed to 

carry out a series of iterations for building the classification models using such frame-

works and methods as LightGBM, XGBoostClassifier, RandomForest, and Ex-

tremeRandomTrees. The models were compared primarily based on the weighted AUC 

metric. The list of 10 best models is shown in Table 4. 

The model with the maximum weighted AUC (0.85746) was built using the 

LightGBM classifier and the Max-AbsScaler standardization algorithm. Moreover, in 

addition to AUC, other metrics were calculated. Quality metrics of the best classifier 

are given in Table 5.  

Also, the Azure Machine Learning platform provides tools for visualization and in-

terpretation of the generated models. For example, Fig. 3 illustrates the graph of ROC 

curves, and Fig. 4 shows an automatically generated confusion matrix.  

246



Fig. 3. ROC curves of the best classifier. 

Fig. 4. Confusion matrix. 

Table 4. Classification models built using Azure ML. 

Algorithm name Weighted AUC 

MaxAbsScaler, LightGBM 0.85746 

MaxAbsScaler, XGBoostClassifier 0.85473 

StandartScalerWrapper, XGBoostClassifier 0.85411 

MaxAbsScaler, LightGBM 0.85270 

StandardScalerWrapper, LightGBM 0.85219 

MinMaxScaler, RandomForest 0.85125 

StandardScalerWrapper, LightGBM 0.85029 

StandardScalerWrapper, XGBoostClassifier 0.84944 

StandardScalerWrapper, ExtremeRandomTrees 0.84933 

MinMaxScaler, LightGBM 0.84933 

4 The Task of Obtaining Optimal Treatment Strategies 

The importance of timely atherosclerosis diagnostics can be approved by many medical 

experts. However, an equally important task is the development and prescription of a 

most efficient treatment strategies, which can be solved successfully using the up-to-

date reinforcement learning methods.  
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Table 5. Metrics of the best classifiers built. 

Metric Value 

Accuracy 0.75783 

Weighted accuracy 0.74548 

Average precision score macro 0.85105 

Average precision score micro 0.87781 

Average precision score weighted 0.85537 

AUC macro 0.85437 

AUC micro 0.86882 

AUC weighted 0.85437 

Reinforcement learning is one of the most actively developing areas in artificial in-

telligence. It is a computational approach to learning whereby an agent tries to maxim-

ize the total amount of reward it receives while interacting with a complex, uncertain 

environment. [18] 

4.1 Reinforcement Learning Model in the Clinical Trials Problems 

The task of conducting clinical trials and prescribing optimal strategies for treating pa-

tients is one of the many areas of reinforcement learning application. In this case, the 

model under consideration is a Markov Decision Process with a defined set of states, 

actions and rewards. 

1. We define sets of patient’s parameters at each stage of treatment (for example, sys-

tolic blood pressure, pulse, blood cholesterol, etc.) as a set of states.

2. This problem can be formulated as a series of treatment episodes, where each epi-

sode represents one of the possible treatment outcomes. An episode is considered

as completed if the patient was successfully discharged from the hospital, trans-

ferred to another department, or in case of the patient's death - we define these out-

comes as terminal states.

3. We define actions as the chosen treatment strategies at each treatment step (medi-

cations, procedures etc.).

4. We define rewards as zero if the treatment is being continued, positive in case of

the patient’s discharge or getting better, or negative in the case of patient’s death or

getting worse.

5. Thus, the agent’s goal will be to identify and further follow the treatment strategy

leading to maximum total reward.

A schematic example of this process is illustrated in Fig. 5.

Among the key features of the model, the following should be specified:

1. An array of data is a collection of large amounts of medical information.

2. It is necessary to take into account the change in the patient's state, and, conse-

quently, the agent's reward, not only at the end of the episode, but also at each step

of the episode (continuous treatment process).
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3. It is necessary not only to train the agent to act according to the optimal treatment

strategy, but also to identify the most efficient treatment policies leading to the

maximum reward for each of the possible conditions.

The solution of the reinforcement learning problems is technically the solution of 

optimization problems with respect to the objective function Q(s,a), which approxi-

mates the total rewards of the agent who chooses action a, being in state s (where a is 

one of the possible actions of the treatment strategy). Therefore, in order to approximate 

this function on a large amount of data in the most accurate way, deep learning neural 

networks will be used. 

In order to take into account properties 2 and 3 of this problem, the Q-Learning al-

gorithm is applied. 

The development of a reinforcement learning model is the current step of this study. 

The most suitable dataset for such a solution is the MIMIC-III dataset containing a 

history of medical treatments, procedures and prescribed drugs. 

Fig. 5. Markov Decision Process. Clinical trial problem. 

5 The Development of the Automated Cardiologist’s Workplace 

The development and further performance improvement of machine learning models is 

inseparably linked with the continuous updating of a data array with the most relevant 

incoming information.  

Usually, this process can be set up using the automated systems and applications that 

control the data flow and history and optimize many processes that the specialists (doc-

tors) should perform on a daily basis.  

The aim of this study is to develop an automated application to manage and support 

the work of a specialist (cardiologist) in examining and treating patients with a special-

ized pathology (diseases of the cardiovascular system).  

The application is considered as a tool which helps to reduce the time to perform the 

doctor’s auxiliary operations, related to medical data input, storage, search and analysis. 

The application, implementing the artificial intelligence features, should manage the 

decision making process tasks, executed by doctors, and support the remote patients’ 

monitoring. 
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5.1 Key Application Features 

A list of some of the specific features of the application in development: 

1. Compliance with legal requirements and regulations on the protection of personal

and medical data (medical databases), as well as the storage of medical information.

2. Fast medical data entry using the contextual dictionaries.

3. Facilitated input (transfer) of digital, textual and graphic data from various third-

party medical protocols and conclusions into the application.

4. Automatic integration and merging of various types ("blocks") of medical infor-

mation for a particular patient at a specific point in time or at a specific time inter-

val.

5. An automatic patient scheduler with a list of tasks and their implementations.

6. The module for notifying patients (SMS, e-mail, Viber, WhatsApp) about assigned

tasks and scheduled appointments.

7. Interactive module for the remote monitoring via SMS or a separate mobile appli-

cation of the patient's condition according to the selected parameters and scenarios.

8. Evaluation of a short-term prognosis based on data obtained using the module for

remote monitoring of the patient's condition.

9. The presence of flexibly customizable queries for data search both by patient groups

and by individual patients, including the generation of various statistical reports.

10. Digital Signature Support.

11. Support for the medical decision making process in individual problems of diagno-

sis and treatment assignment using artificial intelligence.

5.2 The Main Components of the Application  

The developed automated system includes such components as: 

─ Web application for doctors, which is used to enter and search for medical infor-

mation, appointments and consultations scheduling; 

─ A mobile application for patients, used to track patient health condition and schedule 

appointments with a doctor; 

─ A database containing medical information, including patients’ data. 

5.3 Patient Information Module 

The application’s module responsible for the basic logic of registration and subsequent 

maintenance of the patients’ information includes such features as: 

─ The creation of a medical card with the minimum necessary information about the 

patient; 

─ Scheduling and tracking the patients’ appointments with the doctors for the purpose 

of consultation, observation, diagnostic or other medical procedures; 

─ The storage of a list of medical prescriptions and diagnoses for the patient. 
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Thus, having the minimum necessary set of basic features, this application supports 

the functions of collecting and storing the medical information (the diagnoses and pre-

scriptions of patients, scheduled appointments with doctors). 

The main goal of the application is to provide the support for the primary atheroscle-

rosis diagnostics, as well as intended to support the automatic selection of optimal treat-

ment policies. 

6 Conclusion 

As a result of the current research, a complete analysis of the atherosclerosis disease 

was carried out. This research can be considered as a sequence of the following stages. 

1. Identification of the most significant markers and predictors of atherosclerosis and

building the diagnostic models of atherosclerosis using the data set of the Voronezh

Regional Cardiological Dispensary. This stage was implemented within the research

[10,11].

2. The development of a generalized model for the atherosclerosis diagnostics using a

large dataset. At the current stage of the study, using a sample of MIMIC-III data, it

was possible to develop highly efficient, flexible and scalable diagnostic models , avail-

able for the further deployment.

3. Within the current study, a system for identifying the optimal atherosclerosis treat-

ment strategies based on the reinforcement learning methods was modelled. Optimiza-

tion and deployment of this model is planned as the next stage of the study.

4. In order to support and improve the functioning of the created models, an automated

cardiologist’s workplace is also being developed – which is a system that allows you to

collect and save the relevant medical information: prescriptions and diagnoses made by

doctors, patient visits and health condition. Further collection of the medical infor-

mation will continuously provide the most relevant data for training the system and for

achieving the most accurate diagnostic results and developing optimal treatment poli-

cies for the disease.
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