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Abstract: The objective of this doctoral thesis is the design and evaluation of
linguistic features in Spanish to apply them in text classification tasks, such as sen-
timent analysis, hate messages detection, or plagiarism detectors. Currently, the
state of the art concerning text classification makes use of deep-learning architec-
tures fed with word embeddings, that are a text representation model in which
words are encoded as dense vectors based on co-occurrence properties of the lan-
guage. Although these models outperformed the results of previous models based
on frequency-based vectors such as word and character n-grams, they also result
in models whose behaviour is difficult to interpret since they behave as black-box
systems and the large number of features they produce. Our hypothesis is that the
inclusion of linguistic features to these systems can provide better results at the
same time they provide interpretable features. During our research, we have devel-
oped two Natural Language Processing tools focused on Spanish: (1) a linguistic
features extraction system, and (2) a platform for compiling and supervising corpus
for conducting supervised machine learning experiments.
Keywords: Natural Language Processing, Automatic Text Classification, Super-
vised Machine Learning, Linguistic Feature Extraction

Resumen: El objetivo de esta tesis doctoral es el diseño y la evaluación de carac-
teŕısticas lingǘısticas que puedan aplicarse a tareas de clasificación de texto, tales
como el análisis de sentimientos, la detección de mensajes de odio, o en sistemas de
detección de plagio. El estado del arte actual hace uso de modelos de aprendizaje
profundo que usan word-embeddings como entrada. Los word-embeddings son un
sistema de representación del lenguaje que codifica en vectores el significado de las
palabras agrupando palabras con contexto similar. Aunque estos modelos han mejo-
rado los resultados de los enfoques anteriores basados en modelos de frecuencia de
palabras, los modelos que se generan siguen siendo modelos dif́ıciles de interpretar
pues funcionan como un sistema de caja negra y que generan gran cantidad de carac-
teŕısticas. Nuestra hipótesis es que la inclusión de caracteŕısticas lingǘısticas a estos
modelos resulta en modelos que devuelven mejores resultados aśı como modelos más
interpretables. Durante nuestra investigación hemos desarrollado dos herramientas
para la clasificación de textos en español: (1) una plataforma de extracción de carac-
teŕısticas lingǘısticas y (2) una plataforma que permite compilar y etiquetar corpus
para llevar a cabo experimentos de aprendizaje supervisado.
Palabras clave: Procesamiento del Lenguaje Natural, Clasificación automática de
textos, Aprendizaje supervisado, Extracción de Caracteŕısticas Lingǘısticas

1 Introduction and background

Automatic text classification is one of the
trending tasks concerning Natural Language
Processing (NLP) with applications in sen-
timent analysis, aggressiveness detection,

fake news detection, or plagiarism detection
among other applications. In a nutshell, au-
tomatic text classification consists in assign-
ing one or more pre-determined classes to
texts based on its content for organising and
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making profit of the large amounts of in-
formation that exist on the Internet in un-
structured textual format (Altınel and Gani,
2018).

The state of the art concerning automatic
text classification consists of the design of
deep learning classifiers that are capable of
learn patterns hidden in the texts of from
which they can deduce the most appropri-
ate set of labels that matches each docu-
ment. In order to work natural language, a
computer needs to transform data encoded
as natural language into meaningful vectors.
There are several approaches to perform this
transformation, being the most popular ap-
proaches those based on counting methods.
For example, the Bag of Words (BoW) model
consists in encoding a document as the fre-
quencies of the words that make up that
text. BoW and other count-bases models
are becoming obsolete giving way to models
based on word embeddings, in which words
are encoded as distributed representations
based on the distributional hypothesis that
captures co-occurrence properties of the lan-
guage (Almeida and Xexéo, 2019). However,
although the word embeddings models have
outperformed count-based approaches (Rud-
kowsky et al., 2018), both approaches pro-
duce black-box models in which it is diffi-
cult to explain the behaviour of the model
(Danilevsky et al., 2020). Linguistic fea-
tures, on the other hand, represents texts by
means of a vector formed by the percentage
of psycho-linguistically relevant words, with
the aim of classifying those words that in-
dicate what the text says and how it says
it. We argue that linguistic features can be
combined with count-based features as well
as with word embeddings in order to build
better models as well as they provide inter-
pretability of their behaviour.

The objective of this doctoral thesis is the
design and evaluation of linguistic features
in Spanish and apply them for solving auto-
matic text classification tasks. We focused
our proposal on Spanish because it is the
third most used language on the Internet,
only behind English and Chinese. Although
there are linguistic extraction tools available
in Spanish, as far as our knowledge goes, they
do not handle all the specific phenomena of
Spanish. For example, Spanish, unlike En-
glish, makes use of inflection to indicate the
tense and mood of verbs, along with the per-

son to whom they refer. These kinds of fea-
tures are not available in the systems we have
evaluated. For this reason, we are developing
a set of linguistic features designed specifi-
cally for the Spanish and we have developed
a tool for extracting those linguistic features
from a wide variety of sources, called UMU-
TextStats1. As a extra contribution, we have
developed another tool, named UMUCorpus-
Classifier2, which helps compile and manage
groups of annotators to create their linguis-
tic corpus for supervised machine learning ex-
periments (Garćıa-Dı́az et al., 2020).

2 Research Hypotheses

The research hypotheses we investigate in
this work are related to the inclusion of lin-
guistic features for solving automatic text
classification tasks. Our first research hy-
pothesis states that (1) the inclusion of
linguistic features that capture stylometric
traits of the authors can improve automatic
text classification systems creating more ro-
bust models. (2) Our second research hy-
pothesis states that the inclusion of linguistic
features can provide interpretability to the
models with a fewer number of features that
can generalise better.

To validate these research hypotheses, we
established the following objectives:

• Design and development of a tool capa-
ble of generating a vector composed of
linguistic features. These linguistic vec-
tors can be used as input of different ma-
chine learning models in order to build
automatic text classifiers for solving a
wide variety of NLP classification tasks,
such as sentiment analysis, aggressive-
ness detection, or satire identification.

• Use the linguistic features to validate our
hypotheses in different automatic text
classification tasks. In this sense, we
are evaluating the linguistic features sep-
arately and in combination with word
embeddings to feed traditional machine
learning and deep learning architectures
such as Recurrent Neuronal Networks
and transformers like BERT. Some of
the domains in which we evaluating
our proposal are: (1) infodemiology, to
measure public opinion regarding public

1https://pln.inf.um.es/umutextstats/
2https://pln.inf.um.es/corpusclassifier
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health concerns; (2) misogyny and ag-
gressiveness detection, in order to help
to build safer places for everyone in so-
cial networks; and (3) and author profil-
ing, in order to improve plagiarism de-
tectors. Moreover, we are also evaluat-
ing our proposal by participating in sev-
eral shared task regarding text classifi-
cation from different workshops.

• Compilation and annotation of linguistic
corpus. We are compiling different lin-
guistic corpus to validate our hypothe-
ses and releasing them for the scientific
community.

3 Methodology

In this section we describe the two NLP tools
we have created for support us to validate our
hypotheses.

On the one hand, UMUTextStats is a lin-
guistic feature extraction tool designed for
Spanish. This tool can extract a vector
made up of the percentages of words and
expressions that fit into a series of psycho-
linguistic features. This tool is inspired
in LIWC (Tausczik and Pennebaker, 2010)
(pronounced Luke), which is a tool for the
extraction of linguistic features capable of
analysing a set of documents and generat-
ing a vector with the percentages of a series
of pre-established categories related linguis-
tics. Although it was originally designed for
English, LIWC has a version translated to
Spanish. This translation process was anal-
ysed in (Ramı́rez-Esparza et al., 2007), in
which some drawbacks were identified: (1)
translation issues between English and Span-
ish, (2) an arbitrary design of the dimen-
sions, (3) grammatical phenomena of Spanish
not considered, (4) insufficient verb conjuga-
tions and, (5) the lack of studies with Spanish
sources. In addition, it is important to note
that LIWC is a commercial tool, which ended
up motivating the development of a free tool
for the NLP community in Spanish.

UMUTextStats is extensible and allows
defining dimensions from a set of predefined
abstract dimensions, where we highlight:

• Dictionary dimensions. Allows to find
regular expressions that appear in a cer-
tain catalogue of terms. This dimen-
sion also allows to indicate counterex-
amples. Using counterexamples makes

it easier to design a simple regular ex-
pression on a term, and then list the ex-
ceptions, as is the case with grammati-
cal gender. Some of the resources were
compiled from available lexicons such as
(Molina-González et al., 2013).

• Dimensions based on regular expres-
sions. Allows to specify regular expres-
sions to, for example, detect expressions
within quotation marks, which is indica-
tive of the use of quotes or words that
acquire a certain special tone.

• Typography-based dimensions. It allows
detecting the percentage of words writ-
ten in capital letters, which may be an
indication of a high tone of the voice, an
interesting feature for detecting violence
over the Internet.

• Custom dimensions. In addition to these
features, it is possible to extend the tool
for including custom features. For exam-
ple, we have included features that cap-
tures grammatical and stylistic errors.

Each dimension can be configured to op-
erate with different versions of the same text.
Therefore, some dimensions can operate on a
filtered version that makes it easier to search
for terms in the dictionary, while the original
version can be used to measure characteris-
tics such as the percentage of words in capital
letters.

These feature types helped us to design
the linguistic features that can be categorised
as follows: (1) grammatical features, to mea-
sure Part-of-Speech (PoS) words that include
a list of a thousand Spanish popular verbs
and their respective conjugations obtained
from online resources as well as discourse
markers and a wide variety of adverbs, ad-
jectives and pronouns; (2) spelling mistakes,
in order to detect words and expressions that
capture misspellings that could indicate that
the author did not paid enough attention to
review their writing, or features that indicate
informal speech language, such as colloqui-
alisms, popular abbreviations in texting, or
non-fluent markers; (3) stylometric features,
to capture the average length of the docu-
ments, their number of sentences within the
texts as well as their type (declarative, inter-
rogative, exclamatory) as well as other punc-
tuation and symbols markers to capture sen-
tence dividers to measure the rhythm of the
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text; and (4) we employed dictionaries to cap-
ture different topics such as health concerns,
food, or animals among other topics as well
as different lexicons to capture positive and
negative emotions.

On the other hand, we have developed an-
other tool in order to facilitate the design of
experiments to validate UMUTextStats, we
have developed another tool called UMUCor-
pusClassifier. This tool allows to compile
datasets from Twitter from a query-string
and a geographic location and define a set
of custom labels. Then, the researchers can
organise and supervise groups of annotators.
This platform allows different annotators to
label the same tweet. Consequently, the fi-
nal corpus enhances those documents that
have the most consensus among annotators,
allowing researches to discard (or to priori-
tise) those tweets that generate more contro-
versy.

4 Validation

The following section describes the valida-
tion experiments that we have already per-
formed to validate our work that includes
domains such as infodemiology (see Section
4.1) and misogyny identification (see Section
4.2). We also describe our participation in
some shared tasks regarding automatic text
classification including TASS’2020 (see Sec-
tion 4.3), MEX-A3T’2020 (see Section 4.4),
and AI-SOCO’2020 (see Section 4.5).

4.1 Sentiment Analysis applied to
Infodemiology

Infodemiology investigates the use of infor-
mation available on the Internet in order
to improve public health services. To vali-
date the linguistic features, we first compiled
a corpus consisting of tweets from Ecuador
based on virus keywords such as Zika or
Chikungunya. The final version of the corpus
is composed of 10,843 positive tweets, 10,843
negative tweets and 7,659 neutral tweets,
all written in Spanish and supervised by 20
students from the University of Guayaquil
who performed a manual classification of the
tweets. This corpus was released to the sci-
entific community and it can be found a de-
tailed description of the annotation process
in the paper (Garćıa-Dı́az, Cánovas-Garćıa,
and Valencia-Garćıa, 2020).

Then, we evaluated the linguistic features
along with different deep-learning architec-

tures to perform a multi-class evaluation of
sentiments (negative-neutral-positive). The
results of this evaluation are depicted in Ta-
ble 1, in which we can observe that the lin-
guistic features in isolation achieved the best
accuracy identifying correctly the 55.3% of
the tweets. Moreover, when we combined the
linguistic features and word embeddings em-
ploying other deep-learning architectures, we
observed that the models based on Recur-
rent Neuronal Networks such as Long-Sort
Term Memory (LSTM) and its bidirectional
variant (BiLSTM) benefits for the combina-
tion with linguistic features while the accu-
racy with a Convolutional Neuronal Network
(CNN) only decreased slightly.

Feature set Accuracy

LF 55.3
LSTM 46.8
LSTM+LF 51.0
BiLSTM 42.9
BiLSTM+LF 54.2
CNN 49.3
CNN+LF 49.1

Table 1: Comparison of the accuracy of
different feature sets in a multi-class senti-
ment analysis experiment in the infodemiol-
ogy case-study

Next, we developed an aspect-level senti-
ment analysis system towards the infectious
diseases. The aspects were extracted by us-
ing an ontology that models the infectious
disease domain with concepts such as risks,
symptoms, transmission methods or drugs.
Then, we measured the relationship between
these concepts in order to determine the de-
gree to which one concept influences other
concepts and we used to average the senti-
ments extracted for each document by using
deep-learning models that combined statis-
tical and linguistic features. Finally, we cre-
ated a graphical interface in which final users
can see at a glance the sentiment for each
concept and analysed how each concept in-
fluences the sentiment of the others. This
interface is depicted in Figure 1.

It is worth noting that we previously used
a preliminary version of the corpus to evalu-
ate different statistical approaches based on
word and character n-grams. This evalua-
tion is described in (Apolinardo-Arzube et
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Figure 1: Graphical user interface for the aspect-based sentiment analysis in the infodemiology
case study

al., 2019) and this work helped us to better
understand these statistical models as well as
to provide a baseline for further experimen-
tation.

4.2 Misogyny identification

We evaluated the linguistic features in order
to build a system capable of detecting misog-
ynistic behaviour on social networks. Our
contribution was two fold. On the one hand,
we applied sentiment analysis and social com-
puting technologies for detecting misogynous
messages in Twitter and, on the other, we
compiled a corpus composed of three subsets
concerning of: (1) violence towards relevant
women, (2) messages harassing women in
Spanish from Spain and Spanish from Latin
America, and (3) general traits related to
misogyny (Garćıa-Dı́az et al., 2020).

In this case study, we combined the lin-
guistic features with average word embed-
dings (also known as sentence embeddings)
from fastText (Grave et al., 2018) in order
to understand which linguistic phenomena
principally contribute to the identification of
misogyny. We evaluated our proposal with
three machine learning classifiers, achieving
the best accuracy of 85.175% with a Sup-
port Vector Machine (SVM). In Table 2 we
can observe the accuracy for each feature set
evaluated with the SVM. This comparison
involved a baseline model based on BoW,
the average word embeddings from fastText
(AWE), the linguistic features in isolation
(LF), and the combination of linguistic fea-
tures and the average of words embeddings
(AWE+LF). We can observe that the combi-
nation of linguistic features and the average
of word embeddings outperformed the rest

of the feature sets which supports our first
hypothesis regarding the improvement of the
results for text classification tasks.

Feature set Accuracy

BoW 73.798
AWE 81.020
LF 78.938
AWE+LF 85.175

Table 2: Comparison of the models with a
BoW baseline, average of words embeddings,
linguistic features in isolation or combined
with sentence embeddings using SVM in the
misogyny case study

Regarding the interpretability of the
model we calculated the Information Gain
(IG), a metric employed in decision trees to
decide when new branches need to be created.
Figure 2 includes the 20 top features with ma-
jor information gain for our model in which
we detected that the usage of offensive lan-
guage was the most discerning feature. Other
discriminatory features were the number of
words that are grammatically feminine and
some features concerning grammatical errors,
such as mistakes in writing or the percentage
of misspelled words.

In addition, we evaluated our proposal
with existing two corpora for misogyny and
aggressiveness detection. On the one hand,
with the AMI’2018 dataset (Fersini, Rosso,
and Anzovino, 2018) (see Table 3) in which
we outperformed the results of the par-
ticipants of the shared task by combining
the linguistic features and the word em-
beddings with a linear SVM. Moreover, the
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Figure 2: Information gain of the linguistic
features in the misogyny case study

model trained with SMO (a SVM variant)
also improved the baselines provided. How-
ever, there are two more tasks proposed
in AMI’2018 regarding the identification of
different misogynistic traits and concerning
if the message was directed to particular
women or in general. In those cases, our
proposal achieved an accuracy slightly worse
than the proposed baseline. With regard
HatEval’2019 (Basile et al., 2019) (see Table
4), our proposal outperformed the baseline
proposed as well as the best results of the
participants of the shared task with the com-
bination of the average of word embeddings
with the linguistic features with an accuracy
of 75.4505%.

Run Accuracy

AWE+LF (LSVM) 81.5217
14-exlab.c.run3 81.4681
JoseSebastian.c.run1 81.4681
AWE+LF (SMO) 79.2271
AMI-BASELINE 76.7750

Table 3: Comparison of our proposal for
misogyny identification with the AMI dataset

Feature set Accuracy

AWE+LF (SMO) 75.4505
AWE+LF (LSVM) 73.3041
Max 73.0000
SVG HatEval Baseline 70.1000

Table 4: Comparison of our proposal for
misogyny identification with the HatEval
dataset

4.3 Sentiment Analysis
(TASS-2020) (Track 4)

We participated in the two tasks proposed
in the TASS’2020 (Garćıa-Vega et al., 2020)
from IberEval. The first task consisted in
the classification of tweets according to gen-
eral sentiments of tweets written in several
Spanish varieties, and the second task con-
sisted in a multi-class fine-grained distinc-
tion among six basic emotions. Our proposal
was grounded on the combination of linguis-
tic features in isolation or combined with
word-embeddings with a CNN or combined
with average word embeddings trained with
a SVM. Our proposal achieved the best pre-
cision rate regarding emotion detection (Task
2) and competitive results with respect to
the general sentiment classification in which
tweets written in different varieties of Spanish
were mixed. Our participation is described in
(Garćıa-Dı́az, Almela, and Valencia-Garćıa,
2020). For the sake of simplicity, we only in-
cluded in this paper the results of the subtask
1.2 regarding sentiment analysis mixing all
the tweets written in different Spanish vari-
ants.

Model F1

CNN (LF + WE) 0.336824
SMO (LF) 0.357876
SMO (LF + AWE) 0.334466

Table 5: Comparison of our runs for the sub-
task 1.2 regarding sentiment analysis

4.4 Aggressiveness Identification
(MEX-A3T 2020) (Track 6)

We participated in the IberEval 2020 task
MEX-A3T (Aragón et al., 2020) focused on
aggressiveness identification in tweets written
in Mexican Spanish. We based our proposal
in the combination of linguistic features and
pre-trained word embeddings. In the first
run, we applied a SVM with a combination of
linguistic features and sentence embeddings;
whereas in the second and third run the
linguistic features were combined with two
deep-learning models: a Convolutional Neu-
ral Network and a Bidirectional Long-Short
Term Memory. Our results did not outper-
form the baseline proposed by the organisers,
but we could provide an interpretable model.

Our participation is described at (Garćıa-
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Dı́az and Valencia-Garćıa, 2020) and our re-
sults compared to the baseline and the rests
of the participants are depicted in Table 6.
We can observe that none of our proposals
outperformed the two baselines proposed by
the organisers of the shared task with a dif-
ference of 0.54% between the second baseline
with our second run.

Model F1 macro

best-result 0.8596
baseline1 0.7983
baseline2 0.7770
CNN (LF + WE) 0.7716
BiLSTM (LF + WE) 0.7644
SVM (LF + AWE) 0.7161

Table 6: Comparison of our runs with the
two base-lines and the winner of the MEX-
A3T’2020 task

4.5 AISOCO’2020

We participated in the AISOCO’2020 shared
task from FIRE workshop concerning author-
ship identification of source-code. In our ap-
proach we combined the character n-gram
model with author traits in which we ap-
plied some of the linguistic features devel-
oped with UMUTextStats to capture stylo-
metric features from the authors. Our pro-
posal achieved an accuracy of 91.16% over
the test dataset reaching the sixth position
in the official ranking and outperforming
some baselines based on transformers such as
RoBERTa (see Table 7). As the source code
was mainly written in English, and not all
the source codes from the datasets had com-
ments, we only could apply some of the sty-
lometric linguistic features in our proposal.

Team Accuracy

AlexCrosby 0.9511
yang1094 0.9428
mutaz 0.9336
AI-SOCO RoBERTa (1) 0.9288
zz 0.9219
FSU HLJIT 0.9157
UMUTeam 0.9116
AI-SOCO RoBERTa (2) 0.9102

Table 7: Results of the official participants
and the baselines at the AISOCO’2020 task

5 Further work

Currently, we are designing more experi-
ments that involve author profiling and foren-
sic linguistics in order to improve our tools
and validate our hypotheses. We are mak-
ing efforts to include new deep-learning ap-
proaches that includes transformers such as
ELMo and BERT to combine with the lin-
guistic features. In addition, we will fo-
cus on explainable techniques to gain bet-
ter understanding of local and global pre-
dictions achieved with the linguistic features
(Danilevsky et al., 2020). We will also fo-
cus on the observation of how linguistic phe-
nomena vary among the different variants of
Spanish on general-purpose domains or spe-
cific ones such as those related to hate-speech
or misogyny.

With regard UMUTextStats we are work-
ing with linguistics from the University of
Murcia to advise us on establishing a better
taxonomy for the linguistic features. Regard-
ing UMUCorpusClassifier, we are improving
the detection of duplicate tweets because dur-
ing the experiments, we identified cases of
very similar tweets have been detected where
only a comma or punctuation symbol has
been varied. Beta versions of these tools are
currently available as a web services to be
used by the research community.
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Garćıa-Cumbreras, F. M. P. del Arco,
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