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Abstract. There can be no doubt that the way of human-computer interaction 

has changed drastically over the last decade. Dialogue systems (or 

conversational agents) including voice control interfaces, personal digital 

assistants and chatbots are examples of industrial applications developed to 

interact with customers in a human-like way using natural language. With 

continued growth in messaging applications and increasing demand for 

machine-based communications, conversational chatbot is likely to play a large 

part in companies’ customer experience strategy. As systems designed for 

personalized interaction with users, conversational chatbots are becoming 

increasingly sophisticated in an attempt to mimic human dialogue. However, 

building an intelligent chatbot is challenging as it requires spoken language 

understanding, dialogue context awareness and human-like aspects 

demonstration. In this paper, we present the results of data-driven chatbot 

implementation in order to better understand the challenges of building an 

intelligent agent capable of replying to users with coherent and engaging 

responses in conversation. Developed chatbot demonstrates the balance 

between domain-specific responding and users’ need for a comprehensive 

dialogue experience. The retrieval-based model, which achieved the best 

dialogue performance, is proposed. Furthermore, we present the datasets 

collected for the purpose of this paper. In addition, natural language 

understanding issues and aspects of human-machine dialogue quality are 

discussed in detail. And finally, the further studies are described.  

Keywords: Natural Language Processing, Dialogue Systems, Conversational 

AI, Intelligent Chatbot, Retrieval-Based Chatbot, Word Embeddings, Text 

Vectorization. 

Introduction 

Intelligent dialogue agents are designed to conduct a coherent and emotionally 

engaging conversation with users. Chatbots became a basis of modern personal 

assistants which help users to perform everyday tasks. Among the most popular are 

Apple Siri, Google Assistant, Microsoft Cortana, Amazon Alexa and Yandex.Alice. 

There are two major types of dialogue systems: goal-oriented (closed-domain) and 

open domain (i.e., chatbots or chitchats). Goal-oriented dialog systems are primarily 

* Equal contribution to the work

Copyright ©2020 for this paper by its authors.  
Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).

International Conference "Internet and Modern Society" (IMS-2020). CEUR Proceedings 277



built to understand the user request within a finite number of pre-defined agent skills 

(e.g., play music or set a reminder). Chatbots are to involve users in some kind of 

intelligent conversation in order to improve their engaging experience.  

Building an intelligent conversational agent interacting with people in a human-

like way is an extremely challenging task complex task, meanwhile it is a perspective 

and promising research direction of the field dialogue systems [1, 14].  

Modern dialogue system architecture includes three main modules: natural 

language processing (NLP), dialogue manager, and natural language generation 

(NLG). The core of a dialogue system is analysis of user utterance inputted in NLP 

module [5]. Typically, in this module, the utterance is mapped to text vector 

representation (i.e., embeddings) [17]. Then vector representations are then used by 

the internal model to provide a response to the user. Chatbot could be considered 

intelligent if its responses are coherent and meaningful to the user. This behavior is 

highly dependent on the chatbot architecture and text vectorization methods. 

The goal of this paper is analysis of modern approaches to the development of 

chatbots which could provide the user with emotionally satisfying and meaningful 

responses. First, we describe the historical background of conversational agents and 

consider the main data-driven architectures; in particular, we focus on the retrieval-

based approach. Next, we briefly review the state-of-the-art text vectorization models 

and present the results of comparative analysis. Then we describe our experiment of 

building a retrieval-based chatbot, starting with the process of train dataset collection 

that provides a wide range of chatbot about a specific topic. The topic of 

film/analogue photography has been chosen as an example. The basic implementation 

of chatbot and its improvements are proposed. Finally, the main challenges of 

building an intelligent conversational agent and future work are discussed. 

1 Chatbot Architectures 

Chatbots can be roughly divided into the following three categories based on the 

response generation architectures [4, 27]: 

- rule-based chatbots, which analyze key characteristics of the input utterance and

response to the user relying on a set of pre-defined hand-crafted templates;

- retrieval-based (IR-based) chatbots, which select response from a large pre-

collected dataset and choose the best potential response from the top-k ranked

candidates;

- generative-based chatbots, which produce a new text sequence as a response

instead of selecting if from pre-defined set of candidates.

One of the most influential examples of conversational programs is ELIZA [42], 

the early dialogue system, which was designed at the MIT Artificial Intelligence 

Laboratory by Joseph Weizenbaum, simulated a human-like conversation as a 

psychologist. ELIZA is the rule-based chatbot that responds to the user combining 

complex heuristics and "if-then-else"-rules from the set of hand-crafted templates 

developed for the system specific domain. All early rule-based chatbots, including 

ELIZA, required much manual human effort and experts' knowledge to build, enhance 

and maintain such systems [41].  
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Thankfully, as a result of the recent progress in internet technology and data 

science, full data-driven architectures were proposed. Divided by machine learning 

approaches, there are two chatbot architectures using massive text collection analysis 

and natural language processing: generative-based and retrieval-based.  

Generative-based chatbots reply to users applying natural language generation 

(NLG). They produce new responses from scratch word by word: given a previous 

conversation history, predict the most likely next utterance. The early response 

generative model proposed by Ritter in 2011 was inspired by Statistical Machine 

Translation (SMT) techniques [21]. Nowadays, the state-of-the-art in the NLG are 

Encoder-Decoder Sequence-to-Sequence (seq2seq) architectures [37] based on deep 

recurrent LSTM/GRU neural networks [7] with attention mechanism [33, 39]. The 

first adaptation of seq2seq architecture to the task of building a conversational agent 

was presented by [40]. Unquestionably, the fundamental advantage of generative-

based chatbots is that they do not rely neither on a pre-defined set of rules nor on a 

responses repository. Thus, generative models tend to be more sustainable to new 

unseen input utterances and, as a result, to seem more coherent to the user. However, 

due to specificity of learning procedure, there are also some weaknesses of generative 

models: the problem of short informative responses (e.g. "I don't know", "okay") [35]; 

text generation grammatical and semantic mistakes that humans would never make; 

and dialogue inconsistency, where the model analyzes only the current user utterance 

without the previous context ("context-blindness"). The above mentioned problems 

are still unresolved despite attempts of researchers to handle them [18, 34].  

Latest works [1] show researchers' high interest in generative-based chatbot 

architectures, thus rapid progress in this area can be expected. However, it is worth 

noting that generative models require a huge amount of training data and 

computational resources while they are still likely to respond unpredictably. 

Therefore, today, most of the industrial production solutions still remained retrieval-

based [9]. 

In this paper we focused on the features of retrieval-based architecture. Retrieval-

based chatbots do not generate new utterances but they select an appropriate 

grammatically correct response from a large set of pre-collected Utterance-Response 

pairs. Given a dialogue context, both input utterance and responses pairs are encoded 

into some vector space representation, then the system counting semantic similarity 

score for each pair (i.e. dot product or cosine similarity) selects the best response from 

high-matched candidates. This approach based on information retrieval paradigm [13] 

became quite popular in the area of conversational agents [12, 25, 26, 15]. 

Considering the learning process, there are two approaches for best response selection 

by retrieval-based model: supporting a single-turn conversation, matching current 

user utterance with candidate pairs without any context information, or conduct a 

multi-turn conversation, taking into account the previous utterances, which are 

typically defined as a dialogue context. Building a retrieval-based chatbot supporting 

a multi-turn conversation is a promising and challenging problem. In recent years, 

there has been growing interest in this research area [32, 45, 38].  

In the next chapter we consider the concept of text similarity in detail and briefly 

review various vectorization models relevant for the task of retrieval-based chatbot 

implementation. 

International Conference "Internet and Modern Society" (IMS-2020). CEUR Proceedings 279



2 Text Vectorization Models 

Text vectorization models that are popular today are based on the ideas of distribution 

semantics [10, 24]. According to the hypothesis of distributional semantics, words 

that occur in similar contexts with a similar frequency are considered semantically 

close. Corresponding dense vector representations which dimensions are much 

smaller than the dictionary's dimension (i.e., embeddings) are close to each other by 

the cosine measure in a word vector space. 

One of the most basic vectorization methods is the statistical measure TF-IDF [22], 

it determines the word importance to the document in a text collection. The TF-IDF is 

the product of the frequency of words in the text and the inverse frequency of the 

word in the collection of documents. So the value of TF-IDF increases proportionally 

to the number of times a word appears in the document. TF-IDF vectors have size 

equal to the dictionary size, and it can turn out to be quite large. TF-IDF vectors will 

be close only for those documents which contain the matching words [2].  

Text vectorization models gained a wide popularity in 2013 after Tomas Mikolov 

publication [23] on the approach known as Word2Vec. This approach has two 

implementations: CBOW (continuous bag of words) and Skip-Gram. CBOW model 

predicts the probability of each word of text in a particular context, while the Skip-

Gram model calculates the probability of a context around a particular word. 

Word2Vec embeddings capture semantic similarity of words, that is semantically 

close words will have high cosine similarity in the model vector space.  

However, extension of Word2Vec vector space with new word embedding requires 

retraining the model. The solution of the missing words problem was proposed in 

fastText model [16, 6]. This model is Word2Vec modification, which produces 

character n-gram embeddings. Also, it is worth mentioning GloVe model [30] 

proposed by Stanford NLP Group at Stanford University. GloVe combines ideas of 

matrix factorization and Word2Vec approach. 

Text vector representations described above are commonly referred to as "static 

word embeddings". One of the problems of static models is polysemy. The same 

words in different contexts will have the same embedding. The recent progress in 

approaches to text vector representation is contextualized (dynamic) language model. 

Contextualized models calculate word embeddings depending on its context. Thus, 

released in late 2018 BERT model, which helped researchers to reach a new state-of-

the-art in most NLP problems, became, undoubtedly, the key achievement of the last 

years in the field of NLP. With regard to other successful contextualized language 

models, ELMO [31], XLNet [43] and GPT-2 [28] are particularly to be noted. 

People often use foreign words or whole phrases in the spoken language [11]. 

Thus, multilingualism could be one of the challenges in building chatbots. 

Contextualized models allow a multilingual format, but separately trained models 

should be required for each language. There is another approach to multilingualism, 

which transfers NLP models from one language to scores of others by preparing a 

model that is able to generalize different languages in a common vector space. Then 

the vectors of the same statement in any language will end up in the same 

neighborhood closely placed. Developed by a group of Facebook researchers LASER 

embedding model [3] is the promising method which implements this idea.  
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The model maps entire sentences into the vector space, and that is the advantage in 

creating embeddings for retrieval-based chatbots. In the next section, we describe the 

steps of the retrieval-based chatbot implementation and present the results of 

comparison between the considered text vector models applied for this task. 

3 Experiments and Results 

3.1 Data Sources 

Regardless of chatbot architecture, it requires a large dataset of natural language 

dialogs for training. Such a dataset should include all topics that are supposed to be 

discussed with the bot. Additional meta-information about the dialogs (i.e. author 

name and age, message date and time, or response links) can improve chatbot 

responses. The most notable conversational open data sources for Russian are the 

following: 

- Movies and TV Series Subtitles. Subtitles can be a source of general

conversation topics. However, the movie genre introduces the main theme of

dialogs, thus the collected dataset must be analyzed for peculiar vocabulary.

Another subtitles drawback is the lack of clear separation between dialogues.

- Twitter. Twitter messages in threads contain information about authors and reply

details and conversations have clear boundaries. But Twitter users tend to

discuss multimedia content, which makes the dialogue lexically and

semantically narrow.

- Public Group Chats (i.e. Telegram, Slack). Public chats can provide a rich

source of dialogues on specific topics (programming, history, photography, etc).

However, it is necessary to remember that poorly moderated public group

messages likely contain hate speech, political statements and obscene language.

- Other Web Sources. There are many other sources of conversational data that

could be used for chatbots training: social networks discussions, forum threads,

movie transcripts, fiction (i.e. plays), etc.

Depending on a practical goal, several data sources can be used for training a 

retrieval-based chatbot, but it still may not be enough for supporting a coherent 

conversation. Here it is also worth paying attention to ethical issues and removing 

offensive utterances and obscene language from the data. 

The key idea of our experiment is creating a chatbot that could seem intelligent 

enough, responding to the input utterance coherently, which could make a good 

impression on users. The bot should behave that way both within small talk and 

within some pre-selected narrow topics, which users are interested in. As a subject of 

a specific topic we decided to choose analogue/film photography. Two public 

Telegram chats1 and open set of subtitles2 have been chosen as the data sources. Thus, 

the overall text collection consists of 358,545 records with the following columns: 

message identifier, reply message identifier, author, addressee and utterance.  

1
 https://t.me/filmpublic, https://t.me/plenkachat 

2
 http://opus.nlpl.eu/OpenSubtitles.php 
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3.2 Data Preprocessing 

When users interact with a retrieval-based chatbot, they usually input a phrase that 

does not appear in predefined responses word-to-word.  

Therefore, relevant responses could be selected only by the semantic similarity 

between the user's input and conversation context of candidate utterances. In the area 

of retrieval-based chatbots, various methods for defining the context have been 

proposed in many research papers [36, 20, 44, 21]. Since the chat-specific 

conversational data (i.e., Telegram chats) contains information about the authors and 

reply_to links, our dataset can be splitted into many short conversations of the form 

such as start_utterance->response->...->response->last_utterance. Figure 1 

demonstrates multi-turn conversations of the dataset. The structure is a directed graph, 

where each node corresponds to the utterance labeled by message identifier and each 

edge corresponds to the relationship "is reply to" between messages. 

Fig. 1. Illustrated multi-turn conversations of training data 

After multi-turns extraction, the initial dataset was transformed into the Context-

Response form, where the Response is the last utterance of the turn and Context is all 

previous responses of that turn.  

Further, the text data was pre-processed according to the following steps: 

1. tokenization;

2. removal of special characters, links and punctuation;

3. removal of stop-words;

4. tokens normalization.

After the last step of data preprocessing, the final training dataset contained 

134307 Context-Response pairs. The average Context length is 11 tokens 
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and the average Response length is 9 tokens, which is, in fact, quite short for this kind 

of the retrieval-based task. 

3.3 Results 

Vector representation of text could be calculated by averaging its word embeddings. 

In particular, for the Word2Vec text vectors calculations two averaging word methods 

were used: simple averaging (Averaged Word2Vec) and weighted averaging W2V 

over TF-IDF (TF-IDF-weighted W2V). 

For evaluation of chatbot responses based on the various text vectorization models, 

we use Recall@k metric. Recalln@k (denoted Rn@k below) measures the percentage 

of relevant utterances among the top-k ranked n candidate responses [8]. This kind of 

metric is often applied to retrieval tasks and could be calculated automatically, but 

requires a validation set structured differently from training dataset. Concretely, we 

have created the dataset with 134307 records, where each record corresponds to three 

following columns: context, the ground truth response and the list of 9 false responses 

of training Context-Response pairs which have been chosen randomly. Thus, during 

the evaluation process, various R10@1, R10@2 and R10@5 measures have been 

calculated. Each model should select 1, 2 and 5 best responses among 10 possible 

candidates. Thus, the model's choice should be marked as correct if the ground truth 

utterance is ranked in top-k. Our experimental results are shown in Table 1. 

It is worth noting that as a retrieval metric Rn@k has a significant drawback: in 

practice, there could exist more than one relevant response that could be marked as 

the ground truth. The appropriate responses thereby could be regarded as incorrect. 

Table 1. Evaluation of chatbot performance based on various text vectorization models using 

R10@k measure 

Model Metric TF-IDF Averaged 

W2V 

FastText TF-IDF-weighted 

W2V 

LASER 

R10 @ 1 0.229 0.186 0.179 0.212 0.195 

R10 @ 2 0.277 0.289 0.283 0.318 0.308 

R10 @ 5 0.328 0.544 0.543 0.564 0.577 

According to Table 1, the different results for each text vectorization method have 

been demonstrated by the chatbot. For R10@1 the baseline TF-IDF has the highest 

score, for R10@2 - TF-IDF-weighted W2V and for R10@5 - LASER. TF-IDF-

weighted W2V and LASER could be considered as the best overall models on the 

retrieval metrics. Even so, the model that performs well on the chosen retrieval 

metrics is not guaranteed to achieve good performance on a new response generation. 

Our assumption is that improvements on a model with regards to the Rn@k metric will 

eventually lead to improvements for the generation task. One the other hand, the 

human evaluation of conversational agents is still the most accurate and preferable 

approach [19]. Therefore, we evaluated the quality of two highly performed methods 

by human judgement (TF-IDF-weighted W2V and LASER). Finally, on the 

generation task, the chatbot based on LASER embeddings seemed significantly 
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coherent, thus it has been considered as the best text vectorization model in our 

experiments. 

Conclusions and Future Work 

One of the most rapidly developing subfields of dialogue systems is an area of 

conversational agents (i.e. chatbots). Building an intelligent chatbot is a major issue of 

current business and research interests.  

A strong product hypothesis is that the more conversational product interface is 

humanlike and intelligent, the more customers' digital experience is engaging and 

satisfactory. In this paper three main chatbot architectures have been briefly reviewed: 

rule-based approach and the fully data-driven retrieval-based and generative models. 

The advantages and disadvantages of the architectures have been also described. 

Nowadays, retrieval-based chatbots are the most commonly used conversational 

models which are built into business production solutions. Typically, retrieval-based 

models learn faster compared to generative models. They are less likely to have the 

problem of short general responses and more controllable for filtering grammatical 

mistakes and inappropriate language. 

In this paper, the main challenges of data-driven conversational agents have been 

considered. We present the results of retrieval-based chatbot implementation, which 

keeps both a small talk conversation and conversation within a narrow topic of 

analogue photography in Russian. Semantic relations between context and potential 

responses are captured by text vector representation (word embeddings). It is a crucial 

technique for building a retrieval-based intelligent model of chatbot. In order to create 

a chatbot replying to users coherently and engagingly enough, the state-of-the-art text 

vectorization models have been compared and applied for our experiment. The 

LASER sentence embedding model has performed the best. The programming code 

and datasets have been shared in public repository3. 

Furthermore, we have analyzed current open web-sources of conversational data 

and outlined its main problems and features. It is essential to underline the critical 

need of high-quality dataset for training a retrieval-based chatbot. It is necessary to 

remember that poorly moderated conversational data likely contains offensive, toxic 

and noisy utterances, which must be removed from the dataset. This issue is one of 

the future research directions we plan to focus on. 
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