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Abstract. Proteomic based analysis is used to identify biomarkers
in blood samples and tissues. Data produced by devices such as Mass
Spectrometry (MS), requires platforms aiming to identify and quan-
tify proteins (or peptides). Clinical analysis can also be related with
MS data.

In this work we focus on integrating clinical and biological data
for prostate cancer in order to identify new biomarkers. We relate
blood indicator (Prostate Specific Antigen, PSA) and urine samples
analysis with MS based tissue analysis results. The focus is on relat-
ing tissue samples with neoplastic biomarkers [15]. The contribution
proposes also a clinical data tool for tracking data and sample inte-
grated with a tool box for information extraction.

1 Introduction

Studying chronic diseases data requires the collection and analysis of
large amount of data (e.g., biological tissue sample and clinical data)
[8, 23, 19]. The aim is to identify possible and useful biomarkers for
the development of appropriate screening and prevention programs.
A biomarker is an objectively measured characteristic describing a
normal or abnormal biological state in an organism by analyzing
biomolecules [11]. Cancer biomarkers are useful to measure the risk
of developing cancer in a specific tissue, the risk of cancer progres-
sion or the potential response to therapy. Biomarkers can be classified
into: (i) predictive biomarkers, which are able to predict responses to
specific therapies, (ii) prognostic biomarkers, useful to estimate the
risk of clinical outcomes, (iii) diagnostic biomarkers, used to identify
whether a patient has a specific disease condition.

Databases and biobanks can be used in medical and biological re-
search [17, 2, 3] to compare known available data and resources with
measured ones. Biobanks allow the extraction, analysis and compar-
ison of significant information, which can be used by domain experts
as a support for the prevention or treatment of specific diseases. The
set of biological samples (e.g. blood, biopsy tissues, body fluids) and
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patient’s clinical information represent a fundamental tool to high-
light molecular, genetic or environmental mechanisms and pathways
in pathologies and to improve treatments in biomedical research [9],
[5].

Even if prostate cancer (PCa) only affects men, it represents one
of most diffused cancer in industrialized countries [13]. Prostate Spe-
cific Antigen (PSA) is the only biomarker widely used by physicians.
Nevertheless it cannot be considered a reliable biomarker for its low
specificity [7]. Thus, the identification of new biomarkers comple-
menting or replacing PSA represents a main goal for prostate can-
cer research. MS-based biological sample analysis, as well as bioin-
formatics algorithms and statistics tools can support biomarker dis-
covery research [10]. In literature, there are many approaches us-
ing bioinformatics and statistical algorithms in biomarker discovery
which have been applied for accurate biological data analyses on pa-
tients [22, 1, 4]. A bioinformatic strategy for a quick identification of
tissue-specific proteins, being also potential cancer serum biomark-
ers, has been proposed in [18]. In [21] the authors implement a clin-
ical and biological database showing the utility of data integration to
explore disease heterogeneity and to develop predictive biomarkers.

Authors in [26] identify lipid molecules useful for prostate can-
cer diagnosis by applying statistical methods as principal component
analysis (PCA) and hierarchical clustering analysis (HCA) to analyze
data.

In this paper we present the structure of an information system
used to integrate information from clinical data and MS results re-
garding tissue and blood samples from patients affected by prostate
disorders. The proposed system, which is a prototype for an ongoing
research project, consists of a workflow manager able to track, store
and analyze data obtained by monitoring patients who have been ad-
mitted in a clinical structure and provided biological sample to an
MS laboratory.

The presented platform implements algorithms able to correlate
clinical data (e.g. prostate gland dimensions) with peptides measures
in a sample. Clinical data can also be correlated with demographic
and environmental data stored in the platform’s database.

The project’s main goal was to identify a subset of interesting
peptides through spectrographic analysis of blood serum, which rep-
resent natural biological markers significantly correlating with the
presence or absence of prostate cancer. The implemented system,
even if at an initial stage, is able to select interesting peptides which
can be interesting candidate biomarkers for prostate cancer (PCa) and
Benign Prostatic Hyperplasia (BPH).



2 Clinical Data Tracking System

The proposed system integrates and analyzes clinical and molecu-
lar data in a single pipeline-based framework. Clinical analyses of
prostate-related diseases are stored in a database and samples are pre-
cessed by MS analysis at Magna Graecia University laboratory with
the goal of relating data and results for the identification of peptides
as possible biomarkers in cancer prostate diagnosis.

A web based graphical user interface allows eased data entry and
management. The web-based application architecture uses the Single
Page pattern, implemented in Angular 6, where server modules have
been implemented as a set of REST (Representational State Trans-
fer) services, which store the status of the application on a MySql
database instance.System architecture is shown in Figure 1.

Figure 1. Platform architecture

2.1 Functionalities

The main system functionalities are: (i) data entry, (ii) tracking of pa-
tients in the clinical structures and (iii) tracking of blood and tissue
samples. Information extracted from clinical database and from bio-
logical system have been anonymized in order to guarantee patients’
privacy.Additional modules for data preprocessing, analysis and pre-
sentation have also been implemented: (i) statistic and analysis pro-
cedure definition module; (ii) dashboard for monitoring services and
activities; (iii) data quality module; (iv) biological samples module,
which retrieves from the database set of information for each sample
(e.g. medical record number, recruitment date, age of patient, size of
prostate gland); (iv) search module, able to retrieve biological sam-
ples or clinical information.

An example of data access and information extraction is reported
in Figure 2.

The figure shows a list of biological samples. For each sample, a
set of information are reported (e.g. medical record number, recruit-
ment date, age of patient, size of prostate gland). Sample column
reports the type of biological sample: it can be blood, urine or both
blood urine. Biopsy Outcome column expresses Gleason score of
histologic exam.

3 Biomarker discovery process

Data analysis and mining algorithms implemented as modules of the
presented platform, are able to take clinical and biological data stored
in the platform’s database and to identify specific peptides to be
passed to a domain expert as potential biomarker for prostate cancer.

Figure 2. List of biological samples

Five different statistical algorithms have been included in the plat-
form: (i) Pearson correlation coefficient [12], which measures linear
correlation between two variables, X and Y, and it has a value be-
tween +1 and −1 for total positive and negative linear correlations
respectively (values equal to 0 mean that there is no linear correla-
tion between the two variables; (ii) Chi-square test, which is used
to test the independence of two events [25]; given two variables, the
test measures how observed count and expected count deviate from
each other; when two variables are independent, the observed count
is close to the expected count, resulting in a smaller Chi-square value
(high Chi-square values indicate that the hypothesis of independence
is incorrect); (iii) Recursive Feature Elimination (RFE) [14], used to
fit a model and remove the weakest features thus eliminating exist-
ing colinearity by recursively eliminating features in an iterative pro-
cess;(iv) LASSO (Least Absolute Shrinkage and Selection Operator)
regression, which allows to automatically select variables [24, 16]
in a high dimensional data space in order to perform regularization
and variable selection; this could can improve both prediction accu-
racy and interpretation and works by minimizes the residual sum of
squares providing that the sum of the absolute value of the coeffi-
cients being lower than a tuning parameter; (v) Finally, Random For-
est (RF) algorithm has been implemented to classify PCA disease.
RF is a combination of tree-structured predictors (decision trees)
[20, 6], useful in molecular biology due to its flexibility and effi-
ciency. RF can be used for a large number of predictor variables
with limited sample sizes and genetic heterogeneity. Furthermore,
the output tree is very useful for domain experts interpretation since
it reports a decision tree with features thresholds generated by the
algorithm to classify the objects in the dataset.

4 Results

The system has been implemented, tested and used to process and
analyze data at the clinical structure partner of the project. Prelimi-
nary results on applying the algorithms implemented as modules of
the system, which have been applied on almost 50 real cases, show
interesting results in terms of: (i) possible interesting peptides that
can be related with prostate cancer (i.e. novel biomarkers) and (ii)
correlation among possible peptides and clinical data. The dataset
contains a total of 54 patients, subdivided into 27 patients affected by
PCA and 27 with BPH. Data resulting from biopsy and data extracted
directly from the patient’s medical record have been preprocessed as
described above and stored on the database. Table 1 reports some
of the main features including age, the size of the prostate gland (ex-
pressed as volume in ml) obtained by trans-rectal prostate ultrasound,



the value of Total PSA and Free PSA (both expressed in mg/l), and
the ratio between Total and Free PSA (F/T Ratio). For each patient,
a set of 32 peptides has been analyzed.

As a first experiment we implemented an ensemble-like approach
according to which only the features satisfying at least 4 of the 5
algorithms have been considered. By using RF, we selected features
(i.e. peptides) related to clinical information (e.g. age, dimension of
prostate gland) in patients with PSA. Interesting peptides in terms
of numerical and cluster results have been selected and are under
consideration by clinicians.

5 Conclusion
Biomarker discovery represents an important task for the automatic
discrimination of biological evidences in order to help domain ex-
perts in efficiently detecting prostate cancer at an early stage and in
identifying aggressive tumors to improve patients care.

This paper describes a platform for the integration and analysis of
clinical and molecular data. The platform provides modules able to
identify possible biomarkers for prostate cancer identification.
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Table 1. Dataset characteristics

Age Size of the prostate gland Total PSA Free PSA F/T Ratio

PCA BPH PCA BPH PCA BPH PCA BPH PCA BPH
mean 66 69 39.78 71.67 10.33 4.02 18.41 39.22 1.73 1.49
std 6.23 6.49 14.26 35.86 11.47 5.09 10.88 19.83 1.36 1,95
min 47 56 20.00 30.00 3.01 0.07 1.00 0.10 0.52 0.05
25% 63 66 30.00 50.00 6.11 0.91 14.00 23.50 0.98 0.20
50% 67 71 36.00 66.50 6.75 2.73 16.00 40.00 1.21 0.93
75% 72 73 48.25 83.25 8.35 4.49 21.00 54.50 1.68 2.10
max 77 81 75.00 173.00 58,40 21.86 62.00 79.00 5.65 9.43


