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Abstract 
Character Recognition is the most challenging research topic due to its diverse applicable, environment. In 

the field of pattern recognition, recognition of handwriting is the technique of recognizing handwritten 

words and characters from the images captured. It is a task of pattern recognition that can be applicable for 

banking automation systems, postal automation, and various other fields. Devanagari script is a complex 

script with a huge and complex set of characters including consonants and vowels. Consonants and vowels 

are joined in various ways to form compound characters. Handwritten Devanagari compound characters 

have large shape variations which make the task of recognition more complex. In the present article, a 

model  for the recognition of offline Devanagari compound characters using various Machine Learning 

techniques are discussed. The proposed system preprocesses 5000 handwritten compound character images 

into 28*28 Pixel images.  Feature sets of compound characters are obtained by applying the Edge 

Histogram feature extraction technique. These feature sets are then applied to various classifiers SVM, 

SMO, MLP, and Simple Logistic for recognition. We have achieved recognition accuracy of 99.88% with 

SVM, 99.72% with SMO model, 99.04% with SimpleLogistic model, and 97.7% with the MLP model. 
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1. Introduction 
Throughout our learning, we human beings 

develop awareness of language learning, and as we 

mature, we learn ample document reading ability 

that can be computer printed or handwritten. It is 

difficult for computers to decipher this skill that is 

so easily carried out by humans. To replicate the 

human learning by computers, several researchers 

are trying to analyze powerful and successful 

techniques. Therefore, handwriting identification of 

characters is one of the promising aspects of pattern 

recognition science. Artificial Intelligence (AI) is a 

specialized field that aims to emulate human 

intellect by computers. An important aspect of 
1
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is to train a computer or software so that it can see, 

translate, and read the document. This can be 

accomplished using Optical Character Recognition 

(OCR) system. OCR system helps machine to 

imitate human operations like reading and writing 

text. In OCR technology, handwritten text are  

converted into computer understandable format.         

The primary advantage of digitization process is 

that it is possible to conveniently archive, scan and 

locate the text. Handwritten forms, Questionnaires, 

survey forms, banking forms can be digitized using 

Handwritten OCR system. 

 Many experiments have been carried out for scripts 

like English and Chinese, but due to various 

complexities in character structure and word 

formation in the Devanagari script, it is very 

challenging to develop an OCR system for  

Devanagari script. OCR system of Devanagari 

script is a complicated process as  it has huge 

character set with large number of vowels and 

modifiers. In Devanagari word formation is also 

very complex as characters are joined in various 

forms known as compound characters, also 

presence of modifiers also limit the Recognition 

accuracy. For the proposed work, we aim at 

developing a systematic approach for the 
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recognition of offline handwritten Devanagari 

Compound characters using various Machine 

Learning algorithms. For classification problems 

Machine Learning algorithms are most widely used 

(Mohanty et al 2021; Jain et al 2021). Machine 

Learning algorithms are most often used for 

regression problems. Decision tree (J48), Naïve 

Bayes, SVM and MLP are few most commonly 

used Machine Learning algorithm for classification 

purpose.  

 
2. Literature Review 

A database of 27000 Marathi  characters is 

developed and Moment feature extraction 

techniques are used by Karbhari V. et al. (2013) for 

handwritten compound Marathi script, they have 

used classifier MLP and KNN for their research 

work, accuracy rate of 98.78% is achieved with 

MLP classifier and accuracy of 95.65% is achieved 

by KNN classifier 95.65%. They developed a 

database that contains 9600 basic Marathi and 9000 

Compound Marathi characters reported by Karbhari 

V. et al.(2014), 3000 split characters are also used 

by them. They have reported accuracy rate of 

95.82% using SVM classifier and 95.82% accuracy 

rate with KNN classifier. 100% recognition rate is 

reported by Malik and Deshpande (2009) by using 

regular expressions for printed and handwritten 

Marathi characters. Shelke et al. (2011) created a 

dataset of 35000 Handwritten with 70 sample 

classes that has 30 split and 40 compound 

characters, they have proposed Marathi script 

recognition using wavelet features, and reported 

94.22% accuracy rate with wavelet features and 

96.23% accuracy rate using Modified wavelet 

features. Ajmire et al. (2015)  used SVM and 

seventh central moment feature extraction 

technique for Marathi compound characters 

recognition system. They obtained recognition rate 

of 93.87%. Kibria et al.(2020) developed a  Bangla 

compound character classifier Model with SVM. 

They use 3 features namely the Longest Run 

Feature, Diagonal feature, and Histogram of 

oriented gradient feature. They show promising 

results for their research work. Roy et al.(2018) 

used  Deep Learning algorithm for the Bangla 

script and achieved an accuracy of 90.33%.  

 

3. Devanagari Script and Compound 
Characters 
The third widely used script around the globe is 

Devanagari after English and Chinese. Devanagari 

script  has total of 44 basic alphabets which 

comprises of 11 „swaras‟ and 33 „vyanjanas‟. 

Vowels are also called „swaras‟ and consonants are 

known as „vyanjanas‟ in Devanagari script. Swaras 

can be used as basic character or diacritical marks 

(„Matra‟) that are attached to character either above 

or below, before, or after. Devanagari script also 

has compound characters that are formed by 

combining two characters, in certain manner that 

the first character is converted into its half form is 

joined with full form of second character. The 

structure of these words are complicated also 

known as „Jodakshre‟. Compound Characters can 

be formed by joining two characters, where both 

characters can be consonants or a combination of 

one vowel and one consonant shown in Fig 1. 

These Jodakshre are often created by attaching the 

two characters next to each other or attaching one 

over the other.  

म+न=

म्न 

ल+ल=

ल्ल 

ब+द=

ब्द 

त+य=

त्य 

च+य=

च्य 

ल+प=

ल्प 

क+क

=क्क 

ध+य=

ध्य 

स+क=

स्क 

ज+य=

ज्य 

च+च=

च्च 

क+ल=

क्ल 

Fig 1: Combination of Half Consonant and 
Consonants 

 

It is possible to further divide the Devanagari 

alphabets into four classes depending on the 

appearance of a vertical line as seen in Fig 2. 

 

Alphabet Group Alphabet 

Alphabet having a vertical line 

attached at the right side 
ख,घ,च,ज,झ,ञ,त,थ,ध,न, 

म,ल,स,य,व,ब,भ,ष 

Alphabet not attached with 

vertical line on the right side 
ग,ण,श 

Alphabet with no vertical line ड,द,ह,ढ,र,ट,इ,ळ 

Alphabet with a vertical line at 

the middle 
क,फ 

Fig 2: Classification of Devanagari Characters 

4. Proposed Methodology 

The proposed model uses the methodology shown 

in Fig 3. Different Phases of character recognition 

are as follows: 



 

Fig 3: Offline Character Recognition System 

  

4.1  Database Designing 

To develop a system for offline 

handwritten Devanagari compound character 

classification using Machine Learning a dataset 

having a large no. of instances is required. The 

database should have all combinations and 

variations of compound characters. Some 

Devanagari databases CEDAR, MNIST, and 

CENPARMI are available but they don't have a 

compound character dataset. As no relevant dataset  

for handwritten Devanagari compound characters is 

present so we created our dataset for this work. We 

have used the 50 most commonly used compound 

characters classes for Database development as 

shown in Fig 4. These compound characters are 

selected based on the most frequent occurrence in 

Devanagari words. 

The database is created on A4 size sheets 

written by different writers of different age groups 

with different writing styles. All the samples of 

characters had to be taken in boxes. The sample A4 

sheet of handwritten Devanagari compound 

character from different users is shown in Fig 5. 

The same procedure is been used for taking all 

samples from writers, scanning these sheets and 

then cropping them in fixed dimensions, and finally 

saving these images in respective class folders in 

WEKA. The Dataset has 5000 having 50 classes of 

compound characters written by 100 writers. The 

Samples collected are scanned by cannon scanner at 

500dpi resolution, each instance cropped in 28 

pixel width by 28 pixel height and then saved in 

JPEG file.  Sample handwritten compound 

characters are shown in Fig.5. 

 

    

     
Fig 4: 50 class of Devanagari compound characters 

        
Fig 5: Sample A4 sheet for handwritten compound 
characters 



4.2   Preprocessing 

Pre-processing stage of character recognition 

refers to several operations that are applied on the 

input images at the initial stage to remove and 

eliminate to obtain good quality images for further 

processing. The primary goal of pre-processing is 

to eliminate all forms of image noise from images 

and to increase the accuracy of character image. All 

work has been done in WEKA 

 Binarization: Binarization is the process of 

translation of gray scale image into a Black and 

White format i.e. 0 or 1 form. 

 Noise Elimination: At any point, such as image 

acquisition, transmitting, or processing, noise 

may takes place. Noise degrades the quality of 

the image. For the removal of these noise in 

images, numerous filtration and thresholding 

are present. 

 Size Normalization: Normalization stores all 

images in a database of uniform size. Size is 

normalized without modifying the picture 

pattern. 

 Thinning: To eliminate the chosen foreground 

pixels from pictures, thinning is applied. Image 

thinning generates a skeletal structure without 

losing structural features of characters. 

  

4.3 Feature Extraction Technique 

This phase is a crucial step of the 

Recognition process it extracts various unique 

features from input images and stores these features 

in form of a feature extraction vector. These 

features are unique and non-redundant that convey 

some unique information about the input image. 

The accuracy of any Recognition system mostly 

depends on the accuracy rate of the feature 

extraction stage. 

 

4.3.1 Edge Histogram Descriptor 
The Edge histogram is the widely used 

extraction technique that calculates the global 

characteristic of an input character. Edge histogram 

Normalization leads to scale invariance as the 

conversion and movement of the image is invariant. 

Utilizing the following characteristics, the Edge 

histogram is quite effective in retrieval of images 

including indexing of character images. The 

intensity and positional accuracy of the image's 

intensity are defined by an edge histogram in the 

image domain. In each local region, the EHD 

divides 5 kinds of edges called a sub-image. The 

image domain is divided into 4 by 4 blocks, where 

no block is overlapping. For each block also known 

as sub-image , Edge histogram Descriptor is then 

generated. Edges are classified into five groups of 

edges: first one is vertical edge, second is 

horizontal edge, third is diagonal 45° edge, fourth is 

diagonal 135° edge, and last one is non-directional. 

So,  for any sub-image the occurrence of any of 

these edges among five types describes the 

histogram. Therefore as a consequence, every local 

histogram includes five bins as shown in Fig 6. 

Every bin corresponds with one of five types of 

edges. Up to 80 bins are used (won c. et al., 2002) 

for a number of 16 sub-images. Edge histogram 

descriptor, was devised by (Park D K. et al., 1997).   

It incorporates five direction edge features. (Yoon 

et al., 2001) reported a feature extraction method 

which applied MPEG-7 edge histogram. 

For computing EHD following steps are followed 

Step 1: Segment each character image in a block of 

4 by 4 subset of images. 

Step 2: As seen in Fig 6, Partition each subset of 

image block into a group of pixels bin. 

Step 3: There are five types of edges in MPEG-7. 

These are 0° for horizontal, 90° for vertical, 45°, 

135°, and non-directional edges. Every pixel value 

is divided into four sub-pixel blocks, Average pixel 

value is then calculated. The pixel block is 

recognized as non-direction if the maximum value 

is less than a given threshold. Table 1 represents the 

filter coefficient of Edges. 

 

Fig 6: Partition of the image with image block (Su 
Jung Yoon et al., 2001) 

Table 1 EHD Edge Model 

Edges Measure Value 

0°    (i,j)=|    
   (   )  ( )  

45°     (i,j)=    
   (   )   ( )| 

90°     (i,j)=|    
   (   )  ( )  

135°      (i,j)=|    
   (   )    ( )  

ND    (i,j)=|    
   (   )   ( )  



 Applying Edge Histogram Descriptor 
in WEKA 

The Edge Histogram Descriptor has been applied 

for Devanagari Compound character images in 

WEKA 3.8 that have EHD feature extraction as 

Edge Histogram Filter under Preprocess tab. Edge 

Histogram generated 80 features corresponding to 

each character class ranging from MPEG-7 Edge 

Histogram 0 to MPEG-7 Edge Histogram 79. Table 

2 represents all Histograms generated using 

WEKA. Mean value and Standard deviation value 

calculated for each features are also mentioned in 

Table 2.  

4.4 Classification 

Classification is the most important aspect 

for every pattern recognition scheme. Once the 

characteristics of each character image is extracted 

in which all unique characteristics are retrieved and 

stored in a feature vector. This feature vector work 

as input for the classification module and labeling 

to input feature vectors is done in this step. All the 

characters with similar features are grouped in one 

class and are considered a member of that class. 

 

4.4.1  SUPPORT VECTOR MACHINE  
SVM are Machine Learning techniques that 

follows supervised learning methods. SVM 

performs best for Classification and Regression 

issues developed at AT&T Bell laboratories. SVM 

gives better results when implemented for pattern 

recognition task. For high dimensional domain 

where number of classes to be recognized is higher 

and number of instances is also large, SVM is 

successfully implemented.  

 

4.4.2 MLP  
Multi-layer Perceptron follows a set of guidance 

rules for learning. It is a feed-forward layered 

network of artificial neurons. In a feedforward 

network information flows in one direction only, 

which starts through the input node and moves 

through hidden node followed by the output node. 

The process by which MLP learns is known as the 

Backpropagation algorithm. 

 

4.4.3 SIMPLE LOGISTIC  
Simple logistic is the WEKA 

implementation of linear model. Linear model of 

Regression method follows supervised rules, for 

which continuous output is calculated. Instead of 

seeking to identify them to classes, it is used to 

estimate values within a continuous spectrum. In 

WEKA simple logistic classifier is available under 

functions Simple Logistic. 

  

Table 2 
Statistical Data Generated Using EHD for 
Devanagari Compound Characters 

Features Min. 

value 

Max 

value 

Mean Standard 

Deviation 

MPEG-7 Edge 

Histogram0 

0 5 0.659 1.19 

MPEG-7 Edge 

Histogram1 

0 6 1.149 1.504 

MPEG-7 Edge 

Histogram2 

0 7 0.801 1.55 

MPEG-7 Edge 

Histogram3 

0 7 0.568 1.303 

MPEG-7 Edge 

Histogram4 

0 7 3.66 3.013 

MPEG-7 Edge 

Histogram5 

0 6 1.163 1.535 

MPEG-7 Edge 

Histogram6 

0 7 2.462 2.081 

MPEG-7 Edge 

Histogram7 

0 7 1.569 2.276 

MPEG-7 Edge 

Histogram8 

0 7 1.287 2.054 

MPEG-7 Edge 

Histogram9 

0 7 5.528 1.911 

MPEG-7 Edge 

Histogram10 

0 6 1.684 1.589 

MPEG-7 Edge 

Histogram11 

0 7 3.812 1.671 

MPEG-7 Edge 

Histogram12 

0 7 2.052 2.03 

…… …… …… …… …… 

…… …… …… …… …… 

…… …… …… …… …… 

MPEG-7 Edge 

Histogram78 

0 7 0.373 1.332 

MPEG-7 Edge 

Histogram79 

0 7 1.744 1.97 

 

4.4.4 SMO 
SMO technique of Machine Learning 

Technology applied for computing Quadratic 

programming(QP) problem which occurs while 

training phase of Support Vector Machine. SMO 

algorithm divides large QP problems into smaller 

set equal QP problem. To obtain optimization, 



small QP problems are solved analytically. In 

WEKA, the Sequential Minimal Optimization is 

available as function SMO. 

 

5. Performance Evaluation Strategies 
5.1   Confusion Matrix 

For a Machine learning problem, the 

outcome of any model used for classification 

purpose is evaluated using confusion matrix. It is 

also Termed an error matrix. All the rows 

represents predicted class where as all column 

values defines actual class,  In confusion matrix all 

diagonal values determine the True Positive values 

that denotes the class is correctly classified. This 

matrix enables the efficiency to be viewed for a 

classifier Model. The term confusion derives from 

the fact that its matrix format makes it easier to 

visualize how the multiple classes are confused by 

the model and one class is classified or mislabeled 

as another class. Confusion Matrix is shown in 

Table 3. 

Table 3  
CONFUSION MATRIX 

ACTUAL CLASS 

 

PREDICTED 
CLASS 

 POSITIVE NEGATIVE 

POSITIVE TP FP 

NEGATIVE FN TN 

Definitions of the terms: 

Class1: Positive 

Class2: Negative 

 TP: Class is correctly classified. 

 FN: Class Positive is misclassified as 

Negative class.  

 TN: Negative class is misclassified as 

negative. 

 FP: Negative class is misclassified as 

positive class.  

5.1 Classification Accuracy 

Classification Accuracy is calculated  as follows: 

Accuracy= 
                         

                   
    (1) 

5.2  Recall 

Recall in confusion matrix is calculated as 

total no. of positive class values divided by total 

positive class correctly labeled. If a Recall value is 

high then class is correctly classified.  

        Recall= 
  

     
                (2) 

5.3   Precision 

        Precision=
  

     
             (3) 

Precision is calculated by dividing the total 

number of correctly labeled positive class 

obtained by total no. of class labeled or 

predicted. High Precision denotes if a sample is 

labeled as positive is definitely positive. 

If almost all positive instance are correctly 

classified but there are many falsely labeled (FP)  

positive instance in this case we get  High recall 

and low Precision value. But if  many of positive 

instances are missed but those we labeled or 

predicted are actually positive then we get Low 

recall value and high precision value. 

6. Applying Classifiers in WEKA 
 We applied four different 

classifiers SVM, MLP, SimpleLogistic, SMO for 

the labeling of handwritten Devanagari compound 

characters. The tests were carried out on the 5000 

instances of handwritten Devanagari characters. A 

10-fold validation approach is used. In this method, 

10 test subsets were created. For each class used in 

training phase, it computes the recognition rate.  

This method divides whole dataset in to groups of 

10 equal groups or sets. In each run previous 9 sets 

are used for training and the remaining 10th set is 

used for testing. Finally, an average accuracy over 

10 runs is obtained. A confusion matrix is 

generated for all classes. 

The experiments were performed with an 

Edge Histogram filter on all 50 classes and 5000 

image samples. The highest average recognition 

rate 99.88% achieved for a combination of Edge 

Histogram using SVM classifier shown in Table 5. 

Edge Histogram used with Simple Logistic 

classifier achieved 99.04% accuracy rate and Edge 

Histogram with SMO achieved an accuracy rate of 

99.72%. Table 4 shows Error Report for each 

classifier. The detailed output accuracy of each 

model is displayed in Table 6. Fig 8 shows the 

screenshot of the confusion matrix for the SVM 

model.  

7. Result and Discussion 
This paper presented a technique for 

Devanagari compound characters using Edge 

Histogram Descriptor(EHD) with various 



classifiers like SVM, MLP, SMO, and Simple 

Logistic. As no standardized dataset is prepared till 

date for compound characters thus data is collected 

from people of all age groups. A database of 5000 

samples is created with 50 distinct compound 

characters collected from 100 different users.  The 

dataset characters are first preprocessed to remove 

all sorts of noise. A new feature extraction 

technique i.e. Edge Histogram technique is used for 

extracting a feature set of handwritten Devanagari 

compound characters. For this system, four 

different classifiers are used in combination with 

the EHD technique. These classifiers SVM, MLP, 

SMO, and SimpleLogistic when applied with the 

EHD technique prove to be powerful tools for the 

recognition system. Feature extraction uses 

multiple features which gives better recognition 

accuracy. The SVM classifier proposed in this 

paper gives the highest recognition rate of 99.88% 

shown in Fig 7. Recognition rate with SMO, 

SimpleLogistic and MLP are 99.72%,99.04% and  

97.7%. The results of few compound characters 

achieved with different models are shown in 

Table7. Fig 8 shows screenshot of confusion matrix 

obtained from SVM classifier Model. 

Table 8 indicates the accuracy rate of the proposed 

work relative to that of the other prior work 

published. 

 

Table 4  Error Report for different Classifiers 

Statistic SVM MLP Simple 
Logistic 

SMO 

Kappa Statistic 0.9988 0.9827 0.9902 0.9971 

Mean Absolute 

Error 

0 0.0013 0.0004 0.0384 

Root Mean 

Squared Error 

0.0069 0.0215 0.0187 0.1376 

Relative 

Absolute Error 

0.1224

% 

3.3803

% 

1.004% 97.959

5% 

Root Relative 

Squared Error 

4.9487

% 

15.324

6% 

13.3256

% 

98.279

3% 

 
Table 5 Accuracy Rate for different Classifiers 

Feature 
Extraction Used 

Classifier 
Used 

Accuracy(%) 

 

 

Edge Histogram 

SVM 99.88 

MLP 97.7 

SMO 99.72 

Simple 

Logistic 

99.04 

 

Table 6 Performance Accuracy Report for Edge 
Histogram with Classifiers 

Statistic SVM MLP Simple 
Logistic 

SMO 

Accuracy 99.88% 97.7% 99.04% 99.72

% 

Error Rate 0.12% 1.7% 0.4667% 0.28% 

TP Rate 0.999 0.983 0.995 0.997 

FP Rate 0.000 0.000 0.000 0.000 

Precision 0.999 0.983 0.995 0.997 

Recall 0.999 0.983 0.995 0.997 

F-Measure 0.999 0.983  0.995  0.997 

 
Table 7 Recognition Rate in % of Devanagari 
Compound characters using Different Classifiers 

Compound 

Character 

SVM MLP SMO Simple 

Logistic 

ब्ध 99 98 100 100 

प्त 100 99 100 92 

ल्ल 99 97 98 99 

ल्प 100 99 96 100 

प्य 99 99 100 99 

न्ह 100 99 99 98 

 

 
Fig 7: Accuracy Rate of Different Classifiers with Edge 
Histogram 
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Fig 8: Screenshot of a Confusion matrix for Model 
EdgeHistogram and SVM Model 

Table 8 Accuracy Comparisons of Current approach  
with other approaches in previous research 

 

8. Conclusion 
The present article proposes a model for 

offline handwritten Devanagari compound 

character recognition. A dataset with 5000 

instances of 20 class of compound characters is 

created where samples are collected from persons 

of various age groups. This dataset is used by 

various models of classification for handwritten 

Devanagari compound characters. A matrix of  

unique and complex features of characters is 

created using the Edge Histogram technique. This 

feature vector is then supplied to four different 

classifiers SVM, SMO, MLP, and SimpleLogistic 

for further recognition of compound characters. We 

obtained 99.88% accuracy for SVM, 99.72% for 

SMO, 99.04% for SimpleLogistic and 97.7%  

accuracy for MLP model. In the future, we can 

apply various other models to achieve a higher 

accuracy rate. We would like to increase the size of 

the database and include compound characters with 

modifiers for further recognition. 
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