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Abstract  
The paper describes possibilities, which are provided by open APIs, and how to use them for 

creating unified interfaces which is based on recurrent neural network. In last decade AI 

technologies became widespread and easy to implement and use. One of the most perspective 

technology in the AI field is speech recognition as part of natural language processing. New 

speech recognition technologies and methods will become a central part of future life because 

they save a lot of communication time, replacing common texting with voice/audio. In addition, 

this paper explores the advantages and disadvantages of well-known chatbots. The method of 

their improvement is built. The algorithms sequence-to-sequense based on recurrent neural 

network is used. The time complexity of proposed algorithm is compared with existed one. 

Scientific novelty of the obtained results is the method for converting audio signals into text based 

on a sequential ensemble of recurrent encoding and decoding networks. The practical significance 

is the modified existing chatbot system for converting audio signals into text. 
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Introduction 

Today, the creation of programs simulating human communication remains relevant. The simplest model 

of communication is the database of questions and answers to them [1]. In this case, there is the problem of 

describing the knowledge base and the implementation of the interpreter program.  

The markup language of the knowledge base can include question patterns and corresponding response 

patterns. Chatbot can perform additional functions. Most of these functions have an implementation on the 

Internet and are available as an external API.  

The aim of the paper is the recognition of user’s gender for making chatbot’s answer more likeness that is 

human. The algorithm for analyzing and parsing the user's text for automatically generating the response of 

the chatbot is developed.  

The object of research is the process of automated conversion of audio signals into text. Result of the paper 

is the developed software product in the form of a chatbot, which converts the received audio message into 

text and returns it in the format of a text message. 

This algorithm takes into account the topics of correspondence and morphology of the text. The algorithm's 

work will be based on prefix function and hash function. To add, a comparison of the developed algorithm 

with the existing ones will be made. This research will describe the way in which was created an interface for 

Telegram chatbot, whose main aim is to translate audio messages into text. 

Scientific novelty of the obtained results is the method for converting audio signals into text based on a 

sequential ensemble of recurrent encoding and decoding networks. 

The practical significance is the modified existing chatbot system for converting audio signals into text. 
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Literature review 

Systems of machine translation of unstructured data from one language to another are modeling work of a 

human translator. Their productivity depends on their ability to comprehend the language grammar rules. In 

the translation, the main units are not single words, but phrases or phraseological units expressing various 

concepts. Only by using them, more complex ideas can be expressed via the translated text.  

The main feature of machine translation is the different length for input and output. To be able to work with 

different input and output length, you need to use a recurrent neural network [1-3]. Initially, the work of 

computer programs for translation is to replace words or phrases from one language with words or phrases 

from another. However, then there is a problem that such a replacement cannot provide a quality translation of 

the text because it requires the definition and recognition of words and whole phrases from the original 

language.  

Machine translation basically performs the replacement of one language words to another language words, 

but usually, the translation made in this way is relevant, because in order to fully convey the meaning of the 

sentence and find the most suitable analog in the "target" language - it is often necessary to translate the whole 

phrase in general.  

Solving this problem with statistical and neural translation systems is a rapidly growing field that leads to 

improved translation, upgrade differences in linguistic typology, better handling differences in linguistic 

typology, the translation of idioms, and the identification of anomalies. 

Modern machine translation software has the function of changing the settings for the domain - industry or 

professional activity, for example, meteorological reports. By limiting the scope of permissible 

substitutions/substitutions, we are able to obtain a better translation result [2 – 4]. This method is especially 

effective in areas where the formal or template-style language is used.  

This means that machine translation is more efficient in government and legal documents, rather than 

translation any less standardized texts. Improving the quality of the final result can also be achieved through 

human intervention: for example, some systems will be able to provide a more accurate translation if the user 

will indicate in advance the correct translation of some words in the text.  

There are two fundamentally different approaches to the construction of machine translation algorithms: 

rule-based and statistical-based. The first approach is traditional and is used by most machine translation 

system developers. 

Rule-based MT (RBMT), “Classic Approach” (MT) is a machine translation system based on linguistic 

information from unilingual, bilingual, or multilingual dictionaries and grammar rules, source language and 

target language [5].  

The system covers the basic semantic, morphological, and syntactic patterns of each language. Accordingly, 

in order to make a translation, the system must make a preliminary morphological, syntactic, and semantic 

analysis of the text, and only after that it generates a sentence.  

The biggest disadvantage of RB-translation is that in order for a program to perform a correct translation, 

its database must contain all spelling variations of word entry, and for all cases of ambiguity, lexical selection 

rules must be written [6]. In itself, adaptation to new domains is not such a complicated process, because the 

basics of grammar for all domains are the same, and the settings of the areas of user activity are limited only 

by the correction of lexical selection.  

Thus, such a machine translation system is the classical method of its implementation, it allows to obtain a 

better result than the statistical method, but synthesizes translation more slowly. Statistical machine translation 

is a type of text-based machine translation that is more effective in working with bigger volumes of language 

pairs. Language pairs - text data that contain sentences in one language and the corresponding sentences in 

another. Thus, statistical machine translation has a feature of self-learning. The more language pairs available 

to the program and the more accurately they correspond to each other, the better the result of statistical machine 

translation. 

The term "statistical machine translation" refers to a general approach to solve the problem of translation, 

which is based on finding the most probable translation of a sentence using data obtained from a bilingual set 

of texts [7]. An example of a bilingual set of texts is parliamentary reports, which are minutes of debates in 

parliament. Bilingual parliamentary reports are issued in Canada, Hong Kong, and other countries; official 

documents of the European Economic Community are issued in 11 languages, and the United Nations 

publishes documents in several languages. As a result, these materials are highly useful resources for statistical 

machine translation.  

This system is based on the statistical calculation of the probability of coincidences. To translate, the 

program must have access to hundreds of millions of documents that have been translated by humans in 

advance. Such documents serve as templates for the system, on the basis of which it translates. The more 

documents, the higher the probability of better translation.  



At the beginning of its existence, in 2006, Google Translate was based on the statistical method of machine 

translation, and its translation was of very low quality and was considered one of the worst translation options 

that can be done by an online translator [8]. Today, Google uses the "neural" method of machine translation 

(MT) and is in serious competition with commercial enterprises, whose products are not free. Neural network 

approach is based on the method of deep learning.  

Deep learning (also known as deep structured learning or hierarchical learning) is part of a broader group 

of machine learning methods based on the interpretation of learning outcomes, as opposed to algorithms for 

specific tasks. Training can be supervised or unsupervised. In recent years, Hybrid machine translation (HMT) 

has become increasingly popular, and the main technology of implementing HMT become RNN. 

Recurrent neural network (RNN) - is a class of artificial neural network, which has connections between 

nodes. In this case, the connection refers to the connection from the more distant node to the less distant node. 

The presence of connections allows RNN to memorize and reproduce the entire sequence of reactions to one 

stimulus. From the programming point of view in such networks there is an analog of the cyclic execution, and 

from the systems point of view - such networks are equivalent to a finite-state machine. RNNs, are generally 

used to handle the sequence of words in the processing of natural language [9]. Usually for word sequence 

processing using the Hidden Markov Model (HMM) and the N-program language model.  

Hidden Markov Model (НММ) is the statistical model that simulates the work of a process similar to a 

Markov process with unknown parameters and the task is to guess unknown parameters on the basis of the 

observed ones [10]. The obtained parameters can be used in further analysis in a normal Markov model, the 

state is known to the observer, so the probability of transitions is one parameter.  

In NMM it is possible to observe only variables that are affected by this state. Each state has a probabilistic 

distribution among all possible output values. Therefore, the sequence of words generated by NMM gives 

information about the sequence of states. The NMM can be considered as the easiest Bayesian network.  

Bayesian network - the graphical model in the form of a directed acyclic graph, each vertex of which 

corresponds to a random variable, and the arcs of the graph encode the relations of conditional independence 

between these variables [11]. The vertices can represent variables of any type, be weighted parameters, hidden 

variables, or hypotheses.  

There are effective methods that are used to calculate and study Bayesian networks. For conducting a 

probabilistic output in Bayesian networks, both precise and approximate algorithms are used. 

The papers [12, 13] present the Neural-Like Structures based on Geometric Data Transformations. The 

main advantages of the proposed method are the following: not iterative training process, the high performance 

in training process, which creates conditions for solution of large-dimension tasks. This approach allows the 

time complexity reduction, but the number of model’s parameters is the same. 

The paper [14] propose GMDH-neuro-fuzzy system with small number of hyperparameters but with huge 

time complexity. 

The papers [15 – 20] describe machine-learning algorithms for different signals processing. However, the 

nature of natural text is not analyzed. 

Materials and Methods 

At a high-level representation of a recurrent neural network (RNN), shown on Figure 1, it’s processes data 

sequences, such as sentences, one element at a time while retaining a memory (called a state) of what has come 

previously in the sequence. Recurrent means the output at the current time step becomes the input to the next 

time step. At each element of the sequence, the model considers not only the current input, but what it 

remembers about the preceding elements. The most popular cell approach nowadays is the LSTM (Long Short-

Term Memory) which maintains a cell state as well as a carry for ensuring that the signal (information in the 

form of a gradient) is not lost as the sequence is processed. At each time step the LSTM considers the current 

word, the carry, and the cell state.  



 
Fig. 1. Recurrent network loop. 

The basic idea of an RNN is to use recursion to form the fixed dimension vector from the input sequence 

of symbols. Assume that in step t vector is ℎ𝑡−1 which is the history of all previous words. RNN will calculate 

new vector ℎ𝑡 (its internal state), which combines all previous words (𝒙𝟏, 𝒙𝟐, … , 𝒙𝒕−𝟏) and new character 𝑥𝑡 

using:  

ℎ𝑡 = 𝜑𝜃(𝑥𝑡 , ℎ𝑡−1). 

In this equation, the following parameters are present: 𝝋𝜽- function, parameterized with θ, which receive 

a new word input 𝒙𝒕 and words history 𝒉𝒕−𝟏till (t - 1) - N word. First, we can assume that 𝒉𝟎 is zero vector. 

The recurrent activation function φ is usually implemented as an affine transformation, followed by non-linear 

function: 

ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑡 + 𝑈ℎ𝑡−1 +𝑏). 

In this equation, the following parameters are present: input weight matrix W, recurrence weight matrix U 

and bias vector b. Note, that this is not the only one variant. There is wide scope for developing new recurring 

activation functions. More detailed about the work of the method for text translation based on neural networks. 

The idea of this algorithm is, in fact, simple and consists of the following steps:  

1. Encoding the input data of language A into the data set;  

2. Decoding the data set in language B.  

 

Let's look at an algorithm for encoding unstructured data on an example text sentence: “Example of neural 

network” (Figure 2). 

 
Fig. 2. Visualization of input unstructured data encoding 



 

After performing such a simple operation, we obtain the encoded unstructured data, for example text, that 

looks like a numerical data set. At the initial stage of training, these numbers are random and generated by the 

algorithm also accidentally. Next passing of the text that has already encoded, RNN will be evaluated to the 

same numerical data set. The algorithm of decoding of the unstructured data works like encoding, only in the 

reverse - the input receives a numerical data set and outputs the probable text that corresponds to this data. 

Once we understand the essence of encoding and decoding of the unstructured data, let's move to the very 

essence of our task - machine translation and its general algorithm. To do this, we just have to combine these 

two RNNs - for encoding and decoding - and get the following result: Thus, we obtain the general way of 

transforming the sequence of Ukrainian words into an equivalent sequence of English words, this is the so-

called, sequential method of language translation Sequence-to-Sequence. The main pros of the method the 

following: 

• The proposed approach is limited on the training data set amount and the computing power 

that you can allocate to the translation. Researchers of machine learning have invented this method only 

a few years ago, but such systems are already working better than the machine translation statistical 

systems, which was developing through last 20 years; 

• The system does not depend on knowledge of any rules of the language. The algorithm itself 

defines these rules and constantly adapted. The lower-level titles remain unnumbered; They are in the 

form of run headers. 

Results 

Let’s conduct more information about our dataset and how we will collect that data. First and the most 

obvious way to collect data is to use open-source datasets, but this way of mining data is not so suitable, in 

case data will be noisy and will require a lot of economic resources to get from this data high accuracy results 

in any unique case. Another case is to create own dataset, this is a better way to create personalized solutions 

for any type of data. The main way to evaluate how noisy is current dataset is to calculate entropy. 

 

H(x) = E[log 1 p(X) ] ≤ logE[ 1 p(X) ] = logN 

 

As you can see, the training data set consists of 10 phrases, that are widely used in open data sources related 

to legal cases, we will use that data to train and test our models, based on RNN approach, build on different 

ML libraries. After that will evaluate the speed and accuracy of the models.  

Let’s conduct experiments based on two machine learning libraries written in Python - PyTorch and Keras. 

The basis of the algorithm is the method of sequential learning. 

 

 

Table 1. Comparison of Keras and PyTorch libraries results 

 
 

Let's look at these data in more detail: 

• Learning time. The value that shows the model's training time. Mainly depend on the 

environment where the script was run. Environment mean the current PC specifications; processor 

computing power and it upload by other processes. 

• Training loops. The value that shows training cycles of the model. We give it ourselves. 

• Loss coefficient. The value that shows the accuracy of the trained model. It is a measure of 

how good your model is. 

• Translation accuracy. The value that shows in percentage term value of correct translation 

sentences. 

So, the model build on the Keras library was more effective than the PyTorch model, the comparison based 

on the training time, training loops and error rate. Because of the small training data set, both algorithms show 

the maximum translation accuracy. In the case of increasing of training data set amount, models will provide 

completely. 



To create a chatbot system for converting audio signals into text, it is necessary to develop an intermediate 

programming interface (API) for interaction with third-party systems, evaluate and select the optimal 

technology for backend and interface system, a set of methods and tools for learning, and choose tools for 

creating a visual design of web pages.  

Based on the analysis of content styling technologies, Bootstrap 4, the ngx-bootstrap directive, was chosen 

because it contains a set of proprietary components, which will greatly simplify use and configuration. In 

addition, this technology provides detailed documentation and real-life examples (you can run and view the 

result in real time). 

In the process of analyzing the database technology, it was decided to choose MySQL because it is easy to 

use, configure, design and does not require many resources. It will be inferior to alternatives such as 

PostgreSQL or Oracle, but the latter requires a paid license, and with the former MySQL can be on par with 

data processing speeds of up to several thousand, after optimization. 

In the process of analyzing the libraries used in the development of the machine learning system, it was 

decided to choose Keras because it is more efficient, easier to use, has templates for creating and learning 

neural networks and requires fewer resources. Of course, it is inferior to alternatives like TensorFlow, but this 

solution is more complex and requires additional costs to configure the system before starting work, as well as 

additional support after implementation. 

The advantages and disadvantages of several approaches, such as rulebased, statistical, and neural network-

based are described. Considering all the factors, the most relevant way of organization and software approach 

for creating methods for analyzing open data in legal cases [5].  

Moreover, overviewed design and software approach of the two systems for numbering unstructured data 

based on different ML frameworks was chosen. For example, this solution will be suitable for translating 

sentences from one language to another. In the case of an RNN-based language translation approach, the most 

popular ML libraries are Keras and PyTorch. 

System deployment diagram is given in Fig. 3 

 

 
Fig. 3. System deployment diagram 

 

The schema of developed database is given on Figure 4.  

 

 
Fig. 4. The database schema 

The main functions of this system: 

• receive an incoming user message and process it; 

• the received message is checked for audio; 

• the received audio file is processed and converted into text; 



• send the result in the form of a response to the user 

Conclusion 

The result of this work is a system for automatic conversion of audio into text (called Harry Bot) with 

improved, in accordance with analog systems, performance, ease of use and implemented on the basis of 

modern technologies of artificial intelligence and machine learning by self-learning and continuous 

improvement the results of the transformation 

RNN, like other classes of neural networks, are developing so fast that it's increasingly difficult to track 

new, more interesting, and more sophisticated models for solving more complex and complicated tasks. These 

sequential methods of teaching neural networks can be used in other areas, not only in machine translation. 

Simple examples are models that could make verbal descriptions of the image, recognize the voice and 

maintain the conversation. In our opinion, the development of RNN will lead to the emergence of smart 

assistants that can recognize the owner's voice and correctly perceive the task.  

At the moment RNNs are the most frequently used in machine translation and we think this field will be 

also upgraded in the nearest future. According to the results of the experiment, the model based on Keras 

library is more efficient for the current training data set. Note, that the research results may be considered 

relevant only for small data sets and there will be changes in translation quality and training time after 

increasing the training data set amount. Next phase of this research may consist of model training in large data 

volumes with analyzing and comparing the quality and speed of its work. 
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