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Abstract  
This paper deals with an artificial neural network for solving problems that would argue 

impossible or difficult by statistical or human standards. The article presents the analysis of 

virtual communities to their characteristics and components. The main goal is analysis of 

authorized members of virtual communities which are in the forums. It was a question of a big 

amount of data which have to be processed. After thorough research it was selected Kohonen 

neural network to deal with this issue. This computational method has self-learning capabilities 

that enable them to produce better results as more information becomes available to represent 

the operation of the algorithm. A model was built as a function modeling methodology for 

describing functions, decisions and activities of a system. The advantages and disadvantages 

of presented algorithm has been provided. Based on the research data, the results were 

optimized and forecasted. 
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1. Introduction 

Today, World Wide Web has become an all-encompassing phenomenon on a global scale. And it 

changed people life and activity forever. People communicate, do research, seek information and 

support for the competition of the tasks online. The big share is played by social networks that bring 

together people and organizations from different backgrounds. People use them to talk, exchange ideas 

to each other. World statistics show that the most popular sites are search engines (for example Google, 

Yandex, Baidu, ect.), social networks (Facebook, Instagram, Twitter, Вконтакті, Reddit, ect.), 

marketplaces (for example Amazon) and news sites (Yahoo, Naver) at August 2010 [1]. There has also 

been a tendency in recent years to the growth in the number of registered users. 

When we having reliable and credible information about a qualitative assessment of members 

(authors) of virtual community which produce different types of materials, we can quickly find the 

relevant information. Owing to the large amount of data it is an important and highly urgent matter. 

 

2. Related works 

The article [2] analyzed the meaning of the concept of "social network"; the main stages of creation, 

development, distribution and use of social networks; highlighted their functions and features in modern 

period; the classification of social networks and their impact on modern society is given. 
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Management of virtual communities was studied Y. Zhang, A. Skinner, Y. Serov. Socio-

demographic characteristics of users of the virtual community (S. Fedushko) [3]. Creating and 

managing the content of the virtual community (T. Berners-Lee, A. Croll). Systems of site indicators 

and methods that take into account the ratio of site indicators (A. Peleshchyshyn) [4]. 

One of the leading common methods of data analysis is clustering. The problem of clustering is 

solved using various methods, the choice of which should be based on the study of the original data set. 

The complexity of clustering is the need for its expert evaluation. 

Theoretical aspects of the application of cluster analysis are devoted to the scientific works of many 

domestic and foreign scientists, in particular B. Everit, D. Cherezov, T. Harris, R. Tkachenko, L. Young, 

S. Schultz and others ([5], [6], [7], [8], [9]). These and other authors have formed a mathematical basis 

for the application of cluster analysis in various fields. 

Scientists, including V. Golovko [10], B. Soilis [11] and others, pay attention to the issue of 

qualitative distribution of users into groups on the basis of clustering. A small amount of research in 

this area necessitates the development and improvement of cluster analysis techniques for qualitative 

characterization of authors of publications. 

3. Purposes 

The purposes of article are: 

• to explore the role of virtual communities and their components; 

• to analyze members of virtual communities by identifying the competitive advantages of 

registered users; 

• to build a model according to the IDEF0 methodology. 

4. Characteristics of virtual communities and their components 

There are many different social networks on the World Wide Web that can be classified on different 

grounds. Any social network contains a variety of virtual communities (VC). The VC is social groups 

of people who communicate and interact via the Internet through computer communication [12]. Virtual 

communities differ from each other in subject matter, general structure, organization of content, 

functionality [4]. Each virtual community is unique. 

Virtual communities are divided into six main groups [5, 13-14]: 

• Academic virtual communities (Academia.edu); 

• Educational virtual communities (The Student Room Group, ePALS School Blog ect); 

• Information virtual communities (Do-It-Yourself Community, HGTV Discussion Forums ect); 

• Multimedia virtual communities (YouTube, Flickr, Periscore, Instagram ect); 

• Professional virtual communities (Xing, LinkedIn, Sumry, Slack ect). 

• Virtual communities for communication (Twitter, Facebook ect); 

General characteristics of VC are: 

• access to information content (open, closed); 

• structure content (semistructured, unstructured); 

• by the degree of stability (temporary (unstable), medium and stable); 

• by size (large, medium, small); 

• by content (socio-ethnic, socio-demographic, socio-professional, professional, etc. [15-16]); 

• by types (organizational or communication); 

• by methods of implementation (chat, guest book, forum, blog) [4] 



The main components of all virtual communities are its members and information content [17].

 
Figure1: Web community architecture 

 

This paper will discuss the analysis of registered users of virtual communities. 

5. Analysis of members of virtual communities 

The main feature of the virtual community is that the user must have his own registered profile, 

which contains information about him. Upon receipt of this data can be used different methods and 

tools for analyzing users. 

To achieve this goal, it was chosen to use cluster analysis, which is widely used in various fields. It 

is useful when it comes to classify a large amount of information [19]. Typically, clustering is the initial 

stage of a mathematical study of objects, followed by further steps such as optimization and forecasting 

[20]. One of the most important tasks of using cluster analysis in this study is to analyze the qualitative 

assessment of users, namely grouping users into homogeneous classes to get the most complete picture 

of their experience, activities and reputation (selected from other users' reviews) on the forum. As a 

result of cluster analysis, a map built to determine the level of quality of the user who is a member of 

the community in the forum, which greatly facilitates the perception of data and provides an opportunity 

to make new hypotheses. 

Task.Today, there are many online services, such as Reddit, Stack overflow or Cyberforum, where 

registered users can publish their articles, scientific materials, post or direct links to certain topics, as 

well as leave comments and feedback on other works. 

For clustering was chosen network Reddit, community – «r/C_Programming» 

(https://www.reddit.com/r/C_Programming/), which contains 94 thousand users. 

 

Figure 2: The community of C Programming 

 

The components of the virtual community can be represented as a cortege: 

 



𝑉𝐶𝑖 = 〈
𝑁𝑎𝑚𝑒𝑖 , 𝐷𝑎𝑡𝑒𝐶𝑟𝑒𝑎𝑡𝑖𝑜𝑛𝑖, 𝐶𝑜𝑢𝑛𝑡𝑂𝑓𝑀𝑒𝑚𝑏𝑒𝑟𝑠𝑖,
𝐶𝑜𝑢𝑛𝑡𝑂𝑓𝑂𝑛𝑙𝑖𝑛𝑒𝑀𝑒𝑚𝑏𝑒𝑟𝑠𝑖, 𝑃𝑜𝑠𝑡𝑠𝑖, 𝐹𝑖𝑙𝑡𝑒𝑟𝑠𝑖

 〉, 
(1) 

where 𝑁𝑎𝑚𝑒𝑖 is the name of the virtual community, 𝐷𝑎𝑡𝑒𝐶𝑟𝑒𝑎𝑡𝑖𝑜𝑛𝑖 – community creation date, 

𝐶𝑜𝑢𝑛𝑡𝑂𝑓𝑀𝑒𝑚𝑏𝑒𝑟𝑠𝑖 – number of community users, 𝐶𝑜𝑢𝑛𝑡𝑂𝑓𝑂𝑛𝑙𝑖𝑛𝑒𝑀𝑒𝑚𝑏𝑒𝑟𝑠𝑖 – the number of users 

that are online, 𝑃𝑜𝑠𝑡𝑠𝑖 – publications, 𝐹𝑖𝑙𝑡𝑒𝑟𝑠𝑖 – filters for selection of posts. 

Community filters are defined by a cortege: 

𝐹𝑖𝑙𝑡𝑒𝑟𝑠(𝑉𝐶𝑖) =  〈𝑁𝑒𝑤(𝑃𝑜𝑠𝑡𝑠𝑖), 𝐻𝑜𝑡(𝑃𝑜𝑠𝑡𝑠𝑖), 𝑇𝑜𝑝(𝑃𝑜𝑠𝑡𝑠𝑖)〉, 
(2) 

where 𝑁𝑒𝑤(𝑃𝑜𝑠𝑡𝑠𝑖) is the selection of new posts (by date of posting), 𝐻𝑜𝑡(𝑃𝑜𝑠𝑡𝑠𝑖) are the most 

discussed publications, 𝑇𝑜𝑝(𝑃𝑜𝑠𝑡𝑠𝑖) are the most visited posts. 

This clustering is a descriptive procedure, it does not make any statistical conclusions, because the 

purpose of clustering is to search for existing structures, but, instead, makes it possible to conduct 

exploratory analysis and study the «data structure» [18]. 

For example, here is information about one of the users who is a member of this community:

 
Figure 3: Information about the selected user from the community 

The main nodes of the virtual community member's page are the user's personal information. User 

information can be represented by a tuple of such elements: 

𝑈𝑠𝑒𝑟(𝑉𝐶𝑖) =  〈
𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝐷𝑎𝑡𝑎(𝑈𝑠𝑒𝑟𝑖), 𝐶𝑎𝑟𝑚𝑎(𝑈𝑠𝑒𝑟𝑖), 𝑂𝑣𝑒𝑟𝑤𝑖𝑒𝑣(𝑈𝑠𝑒𝑟𝑖),

𝑃𝑜𝑠𝑡𝑠(𝑈𝑠𝑒𝑟𝑖), 𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑠(𝑈𝑠𝑒𝑟𝑖), 𝐴𝑤𝑎𝑟𝑑𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑(𝑈𝑠𝑒𝑟𝑖) 
〉, 

(3) 

where 𝑈𝑠𝑒𝑟(𝑉𝐶𝑖) is the profile of the i-th user in the virtual community, 𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝐷𝑎𝑡𝑎(𝑈𝑠𝑒𝑟𝑖) – 

personal data, 𝐶𝑎𝑟𝑚𝑎(𝑈𝑠𝑒𝑟𝑖) has a user rating, 𝑂𝑣𝑒𝑟𝑤𝑖𝑒𝑣(𝑈𝑠𝑒𝑟𝑖) is an overview page, 𝑃𝑜𝑠𝑡𝑠(𝑈𝑠𝑒𝑟𝑖) 
– publications, 𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑠(𝑈𝑠𝑒𝑟𝑖) are comments left by the i-th user, 𝐴𝑤𝑎𝑟𝑑𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑(𝑈𝑠𝑒𝑟𝑖) are 

awards. 

CARMA is a program that collects continuous ratings of users posts, comments and others data. 

CARMA gives a tool for researchers in affective computing, human-computer interaction, and the 

social sciences who need to capture the unfolding of subjective experience and observable behavior 

over time. 

The personal data of the user will be defined by the following cortege: 

𝑃𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝐷𝑎𝑡𝑎(𝑈𝑠𝑒𝑟𝑖)

=  〈
𝑁𝑎𝑚𝑒(𝑈𝑠𝑒𝑟𝑖), 𝐷𝑎𝑡𝑒𝑂𝑓𝐵𝑖𝑟𝑡ℎ(𝑈𝑠𝑒𝑟𝑖), 𝐷𝑎𝑡𝑒𝑂𝑓𝑅𝑒𝑔𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜𝑛(𝑈𝑠𝑒𝑟𝑖),

𝑃ℎ𝑜𝑡𝑜(𝑈𝑠𝑒𝑟𝑖),𝑊𝑜𝑟𝑘𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒(𝑈𝑠𝑒𝑟𝑖), 𝑂𝑡ℎ𝑒𝑟(𝑈𝑠𝑒𝑟𝑖)
〉, 

(4) 

where 𝑁𝑎𝑚𝑒(𝑈𝑠𝑒𝑟𝑖) – is a name of i-th user, 𝐷𝑎𝑡𝑒𝑂𝑓𝐵𝑖𝑟𝑡ℎ(𝑈𝑠𝑒𝑟𝑖) is a date of birth, 

𝐷𝑎𝑡𝑒𝑂𝑓𝑅𝑒𝑔𝑖𝑠𝑡𝑟𝑎𝑡𝑖𝑜𝑛(𝑈𝑠𝑒𝑟𝑖) is the date of i-th user registration on the forum, 𝑃ℎ𝑜𝑡𝑜(𝑈𝑠𝑒𝑟𝑖) – user 

photo, 𝑊𝑜𝑟𝑘𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒(𝑈𝑠𝑒𝑟𝑖) – work experience, 𝑂𝑡ℎ𝑒𝑟(𝑈𝑠𝑒𝑟𝑖) – other information. 

The sets of posts, comments and awards posted by the user are defined as follows: 

𝑃𝑜𝑠𝑡(𝑈𝑠𝑒𝑟𝑖) =  {𝑃𝑜𝑠𝑡𝑗(𝑈𝑠𝑒𝑟𝑖)}
𝑁𝑖
𝑈𝑃𝑜𝑠𝑡

𝑗 = 1
, (5) 



𝑃𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑠(𝑈𝑠𝑒𝑟𝑖) =  {𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑠𝑗(𝑈𝑠𝑒𝑟𝑖)}
𝑁𝑖
𝑈𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑠

𝑗 = 1
, (6) 

𝐴𝑤𝑎𝑟𝑑𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑(𝑈𝑠𝑒𝑟𝑖) =  {𝐴𝑤𝑎𝑟𝑑𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑𝑗(𝑈𝑠𝑒𝑟𝑖)}
𝑁𝑖
𝑈𝐴𝑤𝑎𝑟𝑑𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑

𝑗 = 1
, (7) 

where 𝑁𝑖
𝑈𝑃𝑜𝑠𝑡, 𝑁𝑖

𝑈𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑠, 𝑁𝑖
𝑈𝐴𝑤𝑎𝑟𝑑𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 is a number of publications, comments and awards of 

the i-th user. 

The overview page contains the following sets: 

𝑂𝑣𝑒𝑟𝑤𝑖𝑒𝑣(𝑈𝑠𝑒𝑟𝑖) =  

{
  
 

  
 {𝑃𝑜𝑠𝑡(𝑈𝑠𝑒𝑟𝑖)}

𝑁𝑖
𝑈𝑃𝑜𝑠𝑡

𝑗 = 1
,

{𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑠(𝑈𝑠𝑒𝑟𝑖)}
𝑁𝑖
𝑈𝐶𝑜𝑚𝑚𝑒𝑛𝑡𝑠

𝑗 = 1
,

{𝐴𝑤𝑎𝑟𝑑𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑(𝑈𝑠𝑒𝑟𝑖)}
𝑁𝑖
𝑈𝐴𝑤𝑎𝑟𝑑𝑠𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑

𝑗 = 1 }
  
 

  
 

, (8) 

Based on these data, clustering can be made. Since the clustering itself does not give specific analysis 

results, it is necessary to perform a meaningful interpretation of each cluster to obtain the effect. So, 

based on the data about the presence of users on the forum, we will divide them into three groups by 

element DateOfRegistration(𝑈𝑠𝑒𝑟𝑖): 

1) those who are less than a year on the online service (junior); 

2) those who are from one to five years on the online service (middle); 

3) those who are from five years and older on the online service (senior). 

In Figure 2 we see that the user has been on the forum since February 2015, so we can refer it to the 

third group (senior). 

Clustering of the data of the task will be implemented in the following stages: 

а) Selection of characteristics (selection of properties that characterize the selected objects. The 

obtained data must be normalized. Then all objects are represented as characteristic vectors 

(Figure 4), which makes it possible to further identify the object with its characteristic vector); 

b) Definition of metrics (choice of metrics, which determines the proximity of objects. Metrics are 

selected depending on: the space in which the objects are located; implicit characteristics of 

clusters. Usually use the classical Euclidean metric - formula 7); 

𝑑2(𝑥𝑖, 𝑥𝑗) = (∑(𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)
2
)

𝑑

𝑘=1

1/2

= ‖𝑥𝑖 − 𝑥𝑗‖2, (7) 

c) Presentation of results in a convenient form for further evaluation of the quality of clustering 

(cluster representation by a set of characteristic points was used). 

The characteristics of users to identify internal relationships, dependencies, patterns that exist 

between objects are: 

• number of posts (messages) - activity. Evaluate from 1 to 5; 

• experience in the field (𝑊𝑜𝑟𝑘𝐸𝑥𝑝𝑒𝑟𝑖𝑒𝑛𝑐𝑒(𝑈𝑠𝑒𝑟𝑖)). Evaluate from 1 to 10; 

• reviews from other users (𝐶𝑎𝑟𝑚𝑎(𝑈𝑠𝑒𝑟𝑖)). Evaluate from 1 to 6 (score 1– 1-2 points, score 2 

- 3-5 points, etc.). 

Based on the above, we choose a neural network that is implemented by the method of training 

without a supervisor [20]. 

Learning without a teacher is one of the methods of machine learning, in solving which the test 

system spontaneously learns to perform the task, without interference from the experimenter. As a rule, 

this is suitable only for problems in which the description of a set of objects is known (training sample), 

and it is necessary to identify the internal relationships, dependencies, patterns that exist between 

objects. Methods for solving such problems are graph clustering algorithms, k-means clustering, deep 

network of persuasion, Kohonen neural network. To solve this problem, the Kohonen neural network 

was chosen, which has its advantages. 

Software implementation. Software that allows you to work with Kohonen maps is now 

represented by many tools. These can be both tools that include only the implementation of the method 



of self-organizing maps, and a neural package with a set of neural network structures, including 

Kohonen maps. Also, this method is implemented in some universal data analysis tools. 

The tools that include the implementation of the Kohonen map method include MATLAB Neural 

Network Toolbox, Statistica, SoMine, Deductor, NeuroShell, NeuroScalp and many others. To solve 

this problem, the Python programming language was selected and its built-in functions and commands 

were applied. 

For the experiment was selected 500 members. Due to the fact that there are many objects (the first 

group has 22 users, the second group has 240, the third group has 238), all their data were entered in a 

separate file (Figure 4). So we have three user groups (500 objects in total), each of which has with 

three characteristics. 1000 iterations were selected for training. The map has a size of 7×7 (Figure 5). 

 
Figure 4: The data is arranged according to user groups 

The process of learning the Kohonen map (Self Organizing map) takes place in two stages: the stage 

of ordering the vectors of weights in the feature space and the stage of adjustment. 

 
Figure 5: Solve the problem using a Kohonen map that has been trained without a supervisor 

As can be seen in Figure 5, each group of users has its own color: junior - blue; middle - green; 

senior - brown. A scale was also constructed to show the distances between objects (the darker the paint, 

the greater the distance). 

However, it should be emphasized that this experiment is not an end in itself because the ultimate 

goal of clustering is to obtain meaningful information about the structure of the studied data. The 



obtained results require further interpretation, research and study of the properties and characteristics 

of objects to be able to accurately describe the formed clusters [19]. 

To solve the problem of identifying the competitive advantages of users who are registered at the 

forum, using self-organizing maps (SOM), give the algorithm: 

1) data collection from the selected community; 

2) distribution by user groups according to certain characteristics; 

3) training without a supervisor using SOM.   

To solve the problem, the notation of the description of business processes IDEF0 was chosen. This 

is where the interaction of processes, mechanisms and control signals is reflected. Therefore, a context 

diagram was constructed, which is the most general description of the system and its interaction with 

the external environment. 
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Figure 6: Contextual functional diagram for classification 

After the description of the system, its detailing is performed in the form of a functional diagram of 

the 1st level (decomposed context diagram): 

Request for clustering
A1

Division of users into groups
A2

Defining user characteristics
A3

Metric selection
A4

Determining the number of 
iterations

A5

Writing a program to build a 
neural network

A6

Conducting clustering
A7

Request

Personal data of users

User experience

Researcher
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Rules of clustering
Rules for 
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Rules for the 
application of 

Euclidean metrics

Number of 
iterations

Programming 
language rules

Rules of 
machine 
learning

The 
classification 

of users is 
carried out

Filled database

 



Figure 7: Functional diagram of the 1st level 

The advantages of using this method to solve this problem are: 

• resistance to data noise; 

• unmanaged learning; 

• possibility of visualization (built map); 

• fast learning; 

• the possibility of simplifying the multidimensional structure 

As any method can have its drawbacks, the chosen system has its: 

• the choice of learning factor (affects both the speed of learning and the stability of the decision); 

• randomization of weights (randomization of weights of the Kohonen stratum can cause serious 

learning problems, as this operation distributes weight vectors evenly over the surface of the 

hypersphere. As a rule, the input vectors are unevenly distributed and grouped on a relatively 

small part of the surface of the hypersphere. Therefore, most weight vectors will be so distant 

from any input vector that they are not activated and become useless. Moreover, the remaining 

activated neurons may be too small to split the nearest input vectors into clusters); 

• selection of initial values weights of vectors and neurons (if the initial values are chosen 

unsuccessfully, i.e., for example, are located far from the proposed input vectors, the neuron 

will not be the winner for any input signals, and therefore will not learn); 

• selection of the distance parameter (If the initially selected parameter is small or decreases very 

quickly, then far apart neurons will not be able to influence each other. Although the two parts 

on such a map are located correctly, the overall map will have a topological defect (Fig. 8)). 

 
Figure 8: Topological defect of the map 

So, after conducting research, taking into account all the disadvantages and advantages of the chosen 

method, we obtained the following result. Firstly, each user in the community can be useful (post 

relevant and reliable materials, publications regardless of his age, position, experience work, etc.), 

because the junior user group, those who have been in the community for less than a year, may be young 

people who could not register on the site ten years ago, have a fairly high score according to the 

characteristics of the study. 

Second, in order to better select data on users who publishing materials, developers need to 

encourage users to enter as much information as possible about themselves, or to make these fields 

mandatory fields when registering. Of course, there may be an error, because not enough characteristics 

are selected for the study of this industry (the more data the less error). What makes developers think 

about this issue.  

Third, this method of user selection should be of interest to analysts, developers to create additional 

functions for user selection. So that looking for the necessary information on the forum or in the 

community you can choose the "most useful" author of materials in the selected field 

6. Conclusion 

So, looking at the solution of the problem, we can conclude that no matter how long the user is on 

any online resource (and, of course, is registered on it), he can be no less useful to society, even 

regardless of his age, position, work experience, etc. Of course, these are important factors that cannot 



be ignored, but there is another factor in how quickly a person finds, perceives and masters new 

information. For example, if it used to take years to study a particular discipline, now it has become 

more accessible thanks to new technologies and previous discoveries.  

Also, if it used to take years to be a programming specialist, now it takes months, because everyone 

has access to a computer and the Internet, where they can find theory and practice. Of course, the 

Internet has its drawbacks, because there is a lot of information that is not reliable or even false. To do 

this, a classification of users by their characteristics was created to select the highest quality, reliable 

information.  

Because clustering is one of the leading methods of data analysis, one of its approaches was chosen 

the Kohonen neural network. For a clear idea of the sequence of steps that the system has gone through 

to achieve the task, the scheme was given Figure 6 and Figure 7. The advantages and disadvantages of 

using the chosen approach, which should not be neglected in other similar studies, have also been 

described. 

The chosen direction of research is relevant and needs further study, because the problem of 

redundant information, and not always reliable, is current and important for everyone who uses the 

Internet to search for any data. The chosen field of research is relevant and needs further study, because 

the problem of redundant information, and not always reliable, is relevant and important for everyone 

who uses the Internet to search for any data. Therefore, the issue of selecting high-quality, reliable 

information published by users is not fully disclosed, as there are other factors that can be used to 

analyze the data (for example, to make it mandatory for users to link to literature sources where they 

got this information. These may be the following characteristics: knowledge of foreign languages, the 

position held by the user, etc.).  

To use all of these features for further analysis, developers of such communities and forums need to 

encourage users to enter as much information as possible about themselves, or to make these items 

mandatory fields when registering. 
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