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Abstract 
In this paper will be considered several already existing algorithms for solving the problem of 

a travelling salesman. The purpose of this research is to assess the quality of each of the selected 

algorithms, compare and analyze the results. Mathematical implementations of “branch and 

bound” algorithms (Little's Algorithm), the closest neighbor of the Approx-TSP algorithm, i.e. 

the ant colony optimization algorithm, are included in the overview. The result of this study is 

a graph with the most optimal route and time of the algorithm. For algorithms that require 

special operating conditions, the matrix will be adapted and possible error will be taken into 

account. For the rest - the matrix will contain the same values for more accurate analysis. The 

article considers the approach of setting the parameters of the algorithm for solving the 

problems of a travelling salesman. For this purpose, the problem of the salesman and the 

problem of optimization of parameters on a final grid are formed. The algorithms and their 

parameters for which the settings will take place are determined. Also, an approach to adjust 

the parameters of the algorithm is formed. 
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1. Introduction 

It is known that the result of any algorithm depends on the settings of its parameters. They can 

improve the accuracy of the solution, speed up the operation of the algorithm. Selection of parameters 

for algorithms is time consuming and may require an expert group to determine the best parameters of 

the algorithm [2, 9, 16] 

The travelling salesman problem is one of the most common combinatorial optimization problems, 

among a number of other optimization problems. Such problems, for example, include the search for 

optimal tourist routes, the multiple travelling officer’s problem and the optimization of the route for 

welding circuit boards. Applied combinatorial optimization algorithms are used to solve this problem. 

Almost all of them have some number of parameters [1, 5-8]. 

That is why the study of setting the parameters of algorithms to solve the problem of the travelling 

salesman is relevant. Hence, has to be developed an approach for setting the parameters of the algorithm 

for a wide range of tasks. 

The objective of the study is to develop a sufficient approach to increase the efficiency of applied 

algorithms of combinatorial optimization and test it in solving known problems of the salesman. 
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To attain this objective, it is necessary to complete the following tasks: 

• review the known results for combinatorial optimization algorithms in the field of parameter settings 

for the algorithm; 

• formalize the problem of finding the optimal parameters of the algorithm in a bounded grid; 

• to develop software implementation of combinatorial optimization algorithms, for which parameters 

will be set; 

• conduct experiments of setting the parameters of the algorithm for a set of tasks; 

• perform an analysis of the results of the experiment. 

The object of research - the processes of solving combinatorial optimization problems. 

The subject of research - models and methods of parameter setting of combinatorial optimization 

algorithms. 

The scientific novelty of the obtained results is the development of a formalized approach to setting 

the parameters of applied algorithms of combinatorial optimization, which allows to increase the 

accuracy of algorithm solution. 

2. Materials and methods 

The traveling salesman problem was formed in the 30s of the twentieth century. This is one of the 

most popular combinatorial optimization problems. Its main idea is to find the most efficient route that 

would pass through the chosen cities with a return to the starting point. It is usually allowed to visit one 

city only once. Under this condition, the solution is among the Hamiltonian cycles. Many problems can 

be formulated on the principle of the traveling salesman problem. For example: transportation task, task 

of optimal creation of computer networks and so on. This task has a wide range of applications. 

Nowadays it can be applied in such areas as routing of transport flows, construction of algorithms for 

the study of grammatical structures, and most of the tasks used in the field of logistics [1, 5, 12].  

There are many different approaches and methods that have been derived from theoretical 

calculations and research that can be used to solve the travelling salesman problem. The most effective 

methods, i.e. those that significantly reduce the full search, belong to the class of heuristic methods [3, 

13]. 

The result of most of the existing methods is not the most profitable route, but only an approximation 

to it. You can view the following groups of methods for solving problems of the travelling salesman: 

1) Ordered sampling: 

This method is also called - the method of "brute force". The essence of this method, to solve the 

problem is to search for all possible solutions. The complexity of such a sampling depends on the size 

of the problem to be solved. If the set of solutions is extremely wide, then the solution of the problem 

by ordered sampling can take not only several years, but also possibly centuries or millennia [4, 15]. 

2) Random sampling : 

There are cases when the solution of the problem can be represented in the form of a sequential 

sample of solutions. If you form such a sample using a random mechanism, it can significantly reduce 

the time to find a solution. You only need to remember the "best option", i.e. the most optimal of the 

received. This approach is quite simple, but there is also a way to improve it. It is implemented by 

combining the local search method with a heuristic approach to random search. These methods are 

widely used in the formation of the schedule of airports, trains or in the scheduling of curriculum in 

schools and universities [11, 17-19]. 

3) Greedy algorithms: 

Greedy algorithm is an algorithm in which we can assume that the local solution at each stage is 

optimal. These methods include the method of the nearest neighbor or the method of inclusion of the 

nearest city, the method of the cheapest inclusion. 

Also, the existing methods of solving the problems of the travelling salesman can be divided into 

exact and heuristic (approximate) [11-19]. 

Examples of exact methods: 

• Ordered sampling  method 



• The branch and bound method 

Examples of heuristic methods: 

• The nearest neighbor method 

• Local improvements method  

• Monte-Carlo method (random sampling method) 

Exact algorithms use a complete and ordered sampling of all options. Sometimes they allow you to 

find a solution quickly, but usually the search goes through all n! routes, where n is the number of 

specified cities. The salesman's task is one of the transcomputational tasks - this means that if you set 

more than 66 points in the bypass route, the exact solution of this problem, even with the use of modern 

computers, can take a very long time [6, 10]. 

Approximate methods of solving the problem of the traveling salesman are heuristic and are quite 

effective, as they reduce the complete sampling of all the routes. Many of them find not the most 

effective but the basic route. In the future, this route is improving. 

3. Statement of the problem 

In this paper, will be considered several existing algorithms for solving the problem of a 

travelingsalesman. The purpose of this research will be to assess the quality of each of the selected 

algorithms, compare and analyze the results. 

Therefore, the analysis will be performed on the following algorithms: 

1) The branch and bound method (Little's Algorithm); 

2) The method of the nearest neighbor; 

3) Approx-TSP algorithm; 

4) Ant colony optimization algorithm; 

The branch and bound method 

Little's algorithm is one of the special cases of applying the "branch and bound" method to solve a 

problem of a traveling salesman. The general idea is quite trivial: it is necessary to break down a huge 

number of options into individual groups and get their appropriate estimates (bottom - for the task of 

minimization, top - for the task of maximization) to be able to reject options not a single one but whole 

groups. The difficulty is to find the best division into groups (branches) and such estimates (bounds) 

that the division process is the most effective [11, 13]. 

Algorithm: 

1. Row reduction method (in each row of the matrix find the minimum element dmin and subtract 

it from all elements of the corresponding row.  

Lower limit: H = ∑ 𝑑𝑚𝑖𝑛 

2. Reduction operation on columns (in each row of the matrix find the minimum element dmin and 

subtract it from all elements of the corresponding column. Lower limit: H = H + ∑ 𝑑𝑚𝑖𝑛 

3. The constant H is the lower limit for the set of all admissible Hamiltonian contours 

4. Search for powers and zeros for the given matrix. To do this, replace the zeros in the matrix 

with a temporary sign and find the sum of the minimum elements of the row and column, which 

correspond to this zero 

5. An arc (i; j) is selected for which the exponent of the zero element is maximal 

6. The set of all Hamiltonian contours is divided into two subsets: which contain the selected arc 

(i; j) from point 5, and do not contain it - (i *; j *) 

7. The matrix of Hamiltonian contours is reduced with the search of the reduction constants H (i; 

j) and H (i *; j *) 

8. Compare the lower limits of the subsets of Hamiltonian contours H (i; j) and H (i *; j *). If H 

(i; j) <H (i *; j *), then we reduce by (i; j), otherwise - by (i *; j *) 

9. If as a result we obtain a matrix of 2 * 2, we determine the Hamiltonian contour and its length. 

10. The length of the Hamiltonian contour is compared with the lower limits. If the length of the 

contour is greater, then the problem is solved. 



Consider the mathematical implementation of this algorithm. The input will be a square matrix 4 by 

4 with the weights of the transition from city to city. 

Input data: 

0 11 5 20 5 

10 0 13 5 9 

11 8 0 7 17 

19 15 12 0 19 

10 7 18 10 0 

As an arbitrary route we choose: (1,2); (2,3); (3,4); (4,5); (5,1). To determine the lower limit, we 

reduce the matrix, i.e. in each row we look for the minimum element and subtract from the others 

      di 

 -1 11 5 20 5 5 

 10 -1 13 5 9 5 

 11 8 -1 7 17 7 

 19 15 12 -1 19 12 

 10 7 18 10 -1 7 

We do the same for the columns: 

      

 -1 6 0 15 0 

 5 -1 8 0 4 

 4 1 -1 0 10 

 7 3 0 -1 7 

 3 0 11 3 -1 

dj 3 0 0 0 0 

After the first step we get such  matrix: 

-1 6 0 15 0 

2 -1 8 0 4 

1 1 -1 0 10 

4 3 0 -1 7 

0 0 11 3 -1 

The quantities di and dj are called reduction constants. The sum of these constants determines the 

lower limit of H: 

H = ∑di + ∑dj = 5+5+7+12+7+3 = 39 

For each zero we find the sum of the reduction constants (in parentheses) 

i,j 1 2 3 4 5 di 

1 -1 6 0(0) 15 0(4) 0 

2 2 -1 8 0(2) 4 2 

3 1 1 -1 0(1) 10 1 

4 4 3 0(3) -1 7 3 

5 0(1) 0(1) 11 3 -1 0 

dj 1 1 0 0 4  

The largest sum of reduction constants = 4 for the edge (1,5). Divide the set into two (1.5) and (1 *, 

5 *) 

i,j 1 2 3 4 5 di 

1 -1 6 0 15 -1 0 

2 2 -1 8 0 4 0 

  

3 1 1 -1 0 10 0 

4 4 3 0 -1 7 0 

5 0 0 11 3 -1 0 

dj 0 0 0 0 4  

Lower limit: H = 39 + 4 = 43 

Exclude all elements belonging to 1 row and 5 columns and in order to avoid looping exclude 

element (5; 1): 

i,j 1 2 3 4 di 



2 2 -1 8 0 0 

3 1 1 -1 0 0 

4 4 3 0 -1 0 

5 -1 0 11 3 0 

dj 1 0 0 0  

Lower limit: H = 39 + 1 = 40≤43. Therefore, we include an edge (1.5) with a new  H = 40. 

We reduce and calculate the reduction constants: 

i,j 1 2 3 4 di 

2 1 -1 8 0(1) 1 

3 0(1) 1 -1 0(0) 0 

4 3 3 0(11) -1 0 

5 -1 0(4) 11 3 0 

dj 1 1 0 0  

Edge exclusion (4,3) 

i,j 1 2 3 4 di 

  

2 1 -1 8 0 1 

3 0 1 -1 0 0 

4 3 3 -1 -1 3 

5 -1 0 11 3 0 

dj 0 0 8 0  

H = 40+11 = 51 

Edge exclusion (4,3) 

i,j 1 2 4 di 

2 1 -1 0 0 

3 0 1 0 0 

5 -1 0 3 0 

dj 0 0 0  

Lower limit: H = 40+0 = 40≤51. Hence, exclude edge (4,3) with the new limit H = 40. 

We reduce and calculate the reduction constants: 

i,j 1 2 4 di 

2 1 -1 0(4) 1 

3 0(2) 1 -1 1 

5 -1 0(4) 3 3 

dj 1 1 3  

Edge exclusion (2,4) 

i,j 1 2 4 di 

2 1 -1 -1 1 

3 0 1 -1 0 

5 -1 0 3 0 

dj 0 0 3  

H = 40+4 = 44 

Edge exclusion (2,4) 

i,j 1 2 di 

3 0 1 0 

5 -1 0 0 

dj 0 0  

Lower limit: H = 40+0 = 40≤44. Hence, exclude edge (4,3) ) with the new limit H = 40. 

Also, taking into account this matrix, we include in the route edges (3,2) and (5,2). Thus, we obtain 

the route: 

(1,5) → (5,2) → (2,4) → (4,3) → (3,2) 

 

Hungarian algorithm 

The specific features of the tasks led to the emergence of an effective Hungarian method of solving 

them. The main idea of the Hungarian method is to move from the original square matrix of value C to 



its equivalent matrix Ce with non-negative elements and a system of n independent zeros, of which 

neither two belong to the same row or the same column. For a given n there is n! acceptable solutions. 

If in the matrix of destination X arrange n units so that in each row and column there is only one unit, 

arranged in accordance with the arranged n independent zeros of the equivalent matrix of value Ce, then 

we obtain valid solutions to the problem [3, 6, 16]. 

 Consider the mathematical implementation of this algorithm. The input data will be a matrix of 

distances between cities 4 by 4. 

0 11 5 20 5 

10 0 13 5 9 

11 8 0 7 17 

19 15 12 0 19 

10 7 18 10 0 

We reduce the matrix by rows. In this case, the newly formed matrix in each row will be at least one 

zero. 

      di 

 -1 6 0 15 0 5 

 5 -1 8 0 4 5 

 4 1 -1 0 10 7 

 7 3 0 -1 7 12 

 3 0 11 3 -1 7 

After that, the same operation is performed on the columns: 

      

 -1 6 0 15 0 

 2 -1 8 0 4 

 1 1 -1 0 10 

 4 3 0 -1 7 

 0 0 11 3 -1 

dj 3 0 0 0 0 

In this step we obtain a completely reduced matrix 

Next, we will search for a solution for which all areas have zero value. 

Save the value (1,5), and the other zeros in row 1 and column 5 will not be taken into account 

-1 6 [0] 15 0 

2 -1 8 0 4 

1 1 -1 0 10 

4 3 0 -1 7 

0 0 11 3 -1 

We perform the same operation for the remaining zero values. As a result, we obtain a matrix. 

-1 6 [0] 15 0 

2 -1 8 0 4 

1 1 -1 [0] 10 

4 3 0 -1 7 

0 0 11 3 -1 

Since the position of the zero elements in the matrix does not allow to build a system of 5 

independent 0, the solution without modification of the matrix is impossible. 

To modify our matrix, cross out the rows and columns with the largest number of zero elements. We 

obtain the following matrix: 

2 -1 4 

1 1 10 

4 3 7 

Find the minimum element of the abbreviated matrix and subtract it from all elements. The result 

will be the following matrix:  

1 -1 3 

0 0 0 

3 2 6 



The minimum element that was subtracted from the elements of the abbreviated matrix, add to the 

elements that are at the intersection of the crossed rows and columns, we obtain the following matrix: 

-1 6 1 16 0 

1 -1 8 0 3 

0 0 -1 0 9 

3 2 0 -1 6 

0 0 12 4 -1 

Repeat the step with the reduction as a result of which we obtain a matrix with at least one zero in 

each row. We also perform reduction on columns. 

-1 6 1 16 0 

1 -1 8 0 3 

0 0 -1 0 9 

3 2 0 -1 6 

0 0 12 4 -1 

Find directions that have zero value: 

-1 6 1 16 0 

1 -1 8 0 3 

[0] 0 -1 [0] 9 

3 2 0 -1 6 

[0] 0 12 4 -1 

The number of found zeros k = 5. As a result, we obtain an equivalent matrix.. 

-1 6 1 16 0 

1 -1 8 0 3 

0 0 -1 0 9 

3 2 0 -1 6 

0 0 12 4 -1 

Cmin = 8 + 5 + 5 + 12 + 10 = 40 

So we get the following route: 

(3;2), (1,5), (2;4), (4;3), (5,1) 

The ant colony optimization algorithm 

Ant algorithms are probabilistic greedy heuristics, where probabilities are established based on 

information about the quality of the solution obtained from previous decisions. The idea of the ant 

algorithm is to model the behavior of ants related to their ability to quickly find the shortest route from 

the anthill to the food source and adapt to changing conditions, finding a new shortest route. This is an 

elementary rule of conduct and determines the ability of ants to find a new route if the old one is 

unavailable [8, 10, 15]. 

Algorithm: 

1. The starting point is selected, where the ants are placed. At this stage, the initial level of the 

pheromone is set. 

2. The probability of transition from vertex to vertex is by the formula: 
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where, 𝛼 = 0 the choice of the nearest city, the most probable, i.e. the algorithm becomes greedy. By 𝛽 

= 0 the choice is based on the pheromone, which leads to suboptimal solutions. 

3. The pheromone level is updated according to the following formula: 

 

Algorithm Approx-TSP 



At the input of this algorithm, an undirected graph G is given, in which it is necessary to find the 

Hamiltonian cycle. 

To begin, you must select the starting vertex. It is necessary to create the list L in which we will 

enter necessary vertices. The next step is to build a minimal spanning tree, using one of the algorithms 

for its construction (For example, the algorithm of Prim, Kruskal, Boruvka, etc.). 

During the construction process, the vertices of the tree are entered in the list L in the same order in 

which the bypass was made during the construction of the minimum spanning tree. We connect end 

vertices and we return the approximate solution of the problem of the travelling salesman passing on 

vertices from the list. 

Algorithm: 

1. Choose V1 as the root vertex 

2. Construct the minimum spanning tree T for G, starting from the top V1 

3. Enter the vertices in the list L 

4. We return the Hamiltonian cycle, which passes through the vertices of the list L. 

0 11 5 20 5 

10 0 13 5 9 

11 8 0 7 17 

19 15 12 0 19 

10 7 18 10 0 

Based on the matrix, we construct a graph: 

 

 

 

 

 

 

 

 

 

 

Choose the starting vertex V0 = 1 

According to Prim's algorithm, we find the minimum spanning tree: 

The initial vertex was chosen vertex 1. Add to the tree all the edges with the least weight that have 

a vertex 1 

 
Add the vertex (1, 5) to the tree. The next vertex is the closest of the selected 1 or 5. This will be the 

vertex (1,3) 



 

 

 

 

 

 

 

 

Next, we add a vertex according to this algorithm (5,2), 

(2,4), (4,3): 

 
Having formed the list L we receive the following route: (1,5), (5,2), (2,4), (4,3), (3,1) 

4. Analysis of the output results  

The result of this study will be a graph with the best route and time of the algorithm. For algorithms 

that require special operating conditions, the matrix will be adapted and possible error will be taken into 

account. For the rest - the matrix will contain the same values for more accurate analysis. 

The branch and bound method 

During the operation of this program, the operating time of the algorithm was recorded. The cost of 

the route is also calculated - the sum of the entire constructed route. Studies were performed up to N = 

15. The results are presented in the form of a table. 

 

Table 1 
The results of calculations for the branch and bound method le 

N Operating time Cost of the route 

5 0,01637 439 
6 0,02671 443,44 
7 0,04085 535,79 
8 0,06163 477,7 
9 0,08351 489,29 

10 0,11281 550,27 
11 0,54384 554,26 
12 0,93642 572,14 
13 1,6512 615,54 
14 2,95794 632,03 
15 5,4982 677,7 

 
Analyzing the results obtained during the experiments and listed in table 1, it is seen that with 

increasing size of the matrix (increasing the number of cities to be visited by the salesman), respectively, 

increases not only the operating time, but also  the costs of moving between cities are also increasing.  

The Figure 1 below will show the dependence of time on the number N in the matrix.  



 
Figure 1: Dependence of time on the number of elements of the matrix  

Based on the results of the experiment, we can conclude that the operating time of this algorithm 

increases sharply with the number of elements. This is confirmed by the complexity of this method - O 

(n * log2 (n)). 

Algorithm Approx-TSP 

The implementation of this algorithm also allows you to specify n. During the experiments we will 

continue to record the time spent on the operation of the algorithm and the cost of the route.. 

The results of the experiment are shown as a table.  

 

Table 2 
Calculation results for the algorithm Approx - TSP  

N Operating time Cost of the route 

5 0,01542 439 
6 0,02217 443,44 
7 0,03052 537,91 
8 0,04736 481,27 
9 0,09513 493,25 

10 0,1944 552,27 
11 0,3168 557,63 
12 0,4958 576,41 
13 0,7324 617,46 
14 0,9655 635,32 
15 1,3632 681,47 

 
From the above table, we can conclude that despite the fact that the operating time of the algorithm 

increases with increasing number of cities, this increase is not critical compared to other algorithms. 



 
Figure 2: Dependence of time on the number N in the matrix  

In the Figure 2, the dependence of time on the number N in the matrix is shown. 

Analyzing the obtained results, it is seen that this algorithm also increases with increasing elements, 

but has a relatively high speed. 

5. Comparison of implemented algorithms 

The complexity of the algorithm Approx-TSP - O (n). This means that as the size of the matrix 

increases, the time spent will increase proportionally. 

The complexity of the method of bounds and branch is O (n * log2 (n)), i.e. as the matrix increases, 

the time will also increase proportionally, but the complexity of the algorithm calculations will increase 

with increasing n. Even at small values, the algorithm will spend a lot of time. The considered 

algorithms work at almost the same speed 

 

Table 3 
Consideration of algorithms that work at the same speed 

N Branch and bound method Approx-TSP 

5 0,01637 0,01542 
6 0,02671 0,02217 
7 0,04085 0,03052 
8 0,06163 0,04736 
9 0,08351 0,09513 

10 0,11281 0,1944 
11 0,54384 0,3168 
12 0,93642 0,4958 
13 1,6512 0,7324 
14 2,95794 0,9655 
15 5,4982 1,3632 

 
But this will only happen until a certain point, then the growth stops and time will be linear. We 

combine the results of the methods into one table.This table shows that in the initial stages, the 

considered algorithms work at almost the same speed, but with a significant increase in the number of 

cities, the Approx-TSP algorithm shows much better results in terms of speed-code of the algorithm. 

Representation of the results of these methods on a graph. 



 
Figure 3: Representation of the results f the the branch and bound method and Approx-TSP 

The graph shows that the Approx - TSP method works much faster than the method of branch and 

bounds. But to determine the efficiency of an algorithm must take into account not only the time of its 

operation. 

Since the branch and bound method is a representative of the class of exact algorithms, and Approx– 

TSP – approximations, it is possible to calculate the ratio (error) of one algorithm to another. 

Calculate the error of the exact method (the branch and bound method) in relation to the approximate 

(Approx - TSP). 

 

Table 4 
Calculate the error of the exact method (the branch and bound method) in relation to the approximate 
(Approx – TSP) 

N Cost of route (the branch and 
bound method) 

Cost of route (Approx – TSP) 

5 439 439 
6 443,44 443,44 
7 535,79 537,91 
8 477,7 481,27 
9 489,29 493,25 

10 550,27 552,27 
11 554,26 557,63 
12 572,14 576,41 
13 615,54 617,46 
14 632,03 635,32 
15 677,7 681,47 

 
Analyzing the obtained results, it can be seen that the error of the approximate algorithm is not 

higher than 10% and averages about 5%. The error was calculated based on this formula: 

іст

іст

x

xx −
=  (3) 

We visualize the dynamics of the change in error relative to the increase in the number of cities. As 

can be seen from the graph, the Approx-TSP method has a relatively low error compared to the branch 

and bound method.  



 
Figure4: The dynamics of the change in error relative to the increase in the number of cities  

6. Conclusion 

After the conducted experiments, it is difficult to finally choose which of the algorithms to use in a 

given situation. The branch and bound method is a representative of the class of exact algorithms. The 

advantage of its operation is the accuracy of the results, but a significant disadvantage is the operating 

time. On large data arrays, the running time of this algorithm can lead to significant time losses. 

While the Approx-TSP algorithm has significantly faster run times than other algorithms, its results 

are not as accurate. The error when using this algorithm ranges from 5-10%. 

Therefore, the feasibility of using a specific of the considered algorithms should be determined based 

on the general needs and requirements of each case. 
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