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Abstract

This paper presents TU Berlin team experiments and results on the task 1 of the shared task on hate
speech and offensive content identification in Indo-European languages. Recently, hate speech has
become an important problem that is seriously affecting online social media. Large scale social platforms
are currently investing important resources to automatically detect and classify toxic language. The
competition evaluates the success of different natural language processing models on detecting hate
speech in different languages, automatically. Among the state-of-the-art deep learning models that have
been used for the experiments, the character based LSTM achieved the best results on detecting hate
speech contents in tweets.
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1. Introduction

With a massive increase of content generation on online social media, there has also been an
increase of hateful and offensive language in online posts. It is possible to automate a part or
the whole process of toxic language detection among the content that is generated by users by
using Natural Language Processing (NLP).

HASOC (2020) at FIRE! provides a shared task and a data challenge for multilingual research
on the identification of toxic content. HASOC offers the task of hate speech detection on English,
German and Hindi languages, includes 2 sub-tasks, on annotated tweets from Twitter [1].

Sub-task A of HASOC (2020) is a binary classification task for identifying hate, offensive and
profane content. Two classes include:

« (NOT) Non Hate-Offensive: These posts do not contain any hate speech, profane, offensive
content
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Language | Total # of Instances

Sub-task A Sub-task B

NOT HOF | HATE OFFN PRFN
English 5852 3591 2261 1143 451 667
German 3819 3412 407 111 210 86
Hindi 4665 2196 2469 556 676 1237

Table 1
Statistics of the HASOC2020 train dataset

« (HOF) Hate and Offensive: These posts contain hate, offensive, and profane content

On the other hand, sub-task B is a three classes classification task to Discrimination between
hate, profane and offensive posts in order to further classify tweets from the sub-task A into
three categories.

« (HATE) Hate speech: Posts under this class contain Hate speech content
« (OFFN) Offenive: Posts under this class contain offensive content

« (PRFN) Profane: Posts contain profane words

The TU Berlin team take part in the sub-task A, where the state-of-the-art methods on text
classification are applied on the tweets to categorize them into one of the aforementioned
classes. In this paper the applied methods to pre-process and process the content are described
in details.

The paper is organized as follows; Section 2 present a short description on the proposed
datasets for train and test in the competition. The proposed approaches for data preprocessing
and the experiments are described in details in Section 3. Section 4 contains the achieved
results on the test data that is reported by the competition’s organizers. Finally, in Section 5 we
conclude the approaches and the results.

2. Data

In this section we briefly described the proposed dataset by task organizers in order to train
and test models for the task of hate speech detection.

The HASOC dataset is sampled from Twitter and partially from Facebook in English, German
and Hindi languages [2]. Some statistics of the train and test datasets are presented in Table
1 and 2, respectively. The content would contains hashtags, emojis, links and usernames that
refer to a user on Twitter or Facebook. Moreover, some samples from the English dataset are
shown in Table 3.

3. Experiments

In this section we describe the approaches that have been used in order to pre-process the data
and also the state-of-the-art models that have been trained on the resulting text.



Language | Total # of Instances

Sub-task A Sub-task B

NOT HOF | HATE OFFN PRFN
English 814 391 423 25 82 293
German 526 392 134 24 36 88
Hindi 663 466 197 56 87 27
Table 2
Statistics of the HASOC2020 test dataset
Classes
Sample Tweets Sub-task A Sub-task B
@realDonaldTrump TRAITOR #TrumplsATraitor HOF OFFN
https://t.co/lp9XqS0U3c
If that Bengali Jihadi $lu7 catches any illness, no doctor must HOF HATE
treat her. She should suffer from non-treatment and face conse-
quences! #DoctorsFightBack #DoctorsUnderOppression #Doc-
torsProtest
@brianstelter @OANN | went looking for dickheads this week- HOF PRFN
end and | found you. #douchebag
@HuffPost Is she wearing clothes? #TrumplsATraitor NOT NONE
Table 3

Samples of tweets from the English train dataset in different classes

3.1. Data preprocessing

As mentioned in Section 1, the proposed data in the share task contains hashtags, mentioned
usernames, links and emojis. To clean up the data by reserving important information from
tweets and removing unimportant ones, we follow some of the steps that was used in [3] for
the preprocessing. The following changes have been applied as the preprocessing steps:

« Username mentions (e.g., terms starting with @) are replaced with ‘username’ phrase.
Although the username itself do not contain important information for the task of hate
speech detection, pointing in the tweet that it contains a username would improve the

overall performance of the classifier.

- Emojis (i.e. smileys) are replaced with a short textual description that express the

corresponding emotion, using demoji’ package.

« Links are replaced with a ’link’ phrase. Like username, although individual links don’t
contain important information to be kept, referring to the model that a tweet includes
links would improve the performance of the model. To this end all the terms started with

http have been replaced with the ’link’ term.

« Multiple white spaces are replaced with a single white space.

*https://pypi.org/project/demoji/



« All the token in tweets are Lower-cased.

The same steps of preprocessing are applied on the train and the test datasets to empower the
model in order to generalize information from the tweets, in all of the three languages (e.g.,
English, German and Hindji).

3.2. Models

Transformer based language models (e.g., BERT [4] and ELMO [5]) received lots of attention
during last years and achieved stunning results in many NLP tasks. They have been also used
by some of the participants of HASOC (2019) for the task of hate speech detection [6, 7].

We used a BERT based architecture and also a character based LSTM [8] model in our
experiments. For the BERT based transfer learning approach, we fine-tuned weights from
the pre-trained models based on the proposed data for the task of hate speech detection.
We used both bert-based and bert-large from the huggingface® package with different sets
of hyperparameters for the English tweets. Moreover, the corresponding German and Hindi
models from the same package have been used for the two other languages.

In addition to the state-of-the-art BERT architecture, a character based LSTM model is also
trained on the training datasets. For this end, a bidirectional two layer LSTM with embedding
size of 200 and hidden layer size of 256 is trained.

For measuring the performance of the two models for the task of hate speech detection, a part
of the training dataset has been separated for the test purpose. Our experiments on different
hyperparameters show that the LSTM model outperform the BERT based model, from the F1
measure point of view. So, the LSTM model is submitted as the team’s model for the competition.
The result of the model on the test data for different languages is reported in the next section.

4. Results

In this section we present the achieved results on the test dataset in all of the three languages.
In addition to applying the models on the test datasets that are published by the organizers, the
model are also applied on approximately 15% of a private test dataset. The proposed model on
the English dataset achieved a F1 accuracy of 0.504 (in macro average) and ranked 6th among
35 participated teams. The final results of top 10 teams on the English data is presented in Table
4.

The proposed model for the German dataset does not generated any positive label (HOF),
neither on train and test datasets. The reason would be the high-class imbalance (10%-90% for
HOF and NOT classes, respectively) in the German data, comparing to the English and Hindi
datasets. The model achieved a F1 accuracy of 0.427 and ranked 19th among 20 participated
teams in the German hate speech detection task. Finally, the proposed Hindi model achieved a
F1 accuracy of 0.467 and ranked 19th among 24 teams in the Hindi task.

*https://huggingface.co/



# Team Name F1 Macro average

1 IIT_DWD 0.5152
2 CONCORDIA_CIT_TEAM 0.5078
3 Al_ML_NIT_Patna 0.5078
4 Oreo 0.5067
5 MUM 0.5046
6  Huiping Shi 0.5042
7 TU Berlin 0.5041
8  NITP-AI-NLP 0.5031
9 Ju 0.5028
10 HASOCOne 0.5018

Table 4
Final results on sub-task A English data (top 10 teams)

5. Conclusion and future work

In this paper, we presented the proposed models on the task 1 of the shared task on hate speech
and offensive content identification in English, German and Hindi languages. We used a BERT
based architecture and a character based LSTM model for training classifiers to detect offensive
language among tweets. Our experiments show that LSTM model outperform the BERT based
approach. The proposed model achieved the 6th best performance in the English data for task 1.

The achieved result can be improved by making the training data more balance, using up-
sampling approaches. There is also design space based on Bert, for the specific architectures for
our task that is a future direction of our work.
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