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Abstract. The calendar of the football season of the Russian Premier League, 

as well as other leading European championships, is designed in such a way 

that several matches can take place in one period of time. This situation has be-

come more common after the pause associated with the COVID-19 pandemic, 

due to the match schedule densification. The broadcaster needs to determine 

which match will be live shown on the main channel. Also, he can provide ac-

cess to all broadcasts of the championship round for paid channels and recom-

mend the most spectacular matches for viewers to watch. The start time of the 

matches in the modern world is chosen by agreement of the League and televi-

sion, so it would be really convenient to put potentially the most spectacular 

matches on prime time. This paper introduces the concept of the entertainment 

index, which takes into account goals and other important events of the match. 

The value of the entertainment index for upcoming matches is predicted using a 

machine learning model based on historical data. As the result, we have a model 

that can predict the entertainment of a match and help you to choose the most 

interesting game from the viewer's side. 

Keywords: football; Premier League; machine learning; CatBoost; matches en-

tertainment; mathematical modeling; linear regression. 

1 Introduction 

Match entertainment is a very subjective concept. Different people like different foot-

ball. Someone prefers the abundance of goals and dangerous moments, someone 

looks at tactical coaching steps and football “chess”, someone savors a double-edged 
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game with a lot of action in the center third of the field. Modern TV and Internet 

broadcasters are ready to offer viewers a wide range of football matches both the 

national championship and international competitions to watch. In many European 

Championships, the matches start time is chosen from certain time slots agreed with 

the main partner broadcasters and is based on regional specifics, participating teams’ 

games schedule, and the broadcasters’ interests. Various metrics are used to measure 

viewers’ interest: the number of views, ratings, retention, and so on. However, these 

are indirect indicators that are not directly related to football, but only evaluate the 

reaction of viewers. Usually, are selected to be shown at the most convenient time and 

in the best format such as top matches, which have high-status opponents with a large 

fan audience is playing, and the match will be watched by the largest number of peo-

ple. However, there are not many such matches, and among the others, you must also 

select the most and the least priority matches to display. In addition, many online 

cinemas and Internet TV have recommendation systems that advise you to watch the 

most interesting matches that the audience should like. 

The second problem is related to the fact that often several matches fall on the same 

time slot or on overlapping time slots, and TV broadcasters need to solve the problem 

of showing these matches to TV viewers. Different strategies can be chosen for show-

ing matches that take place simultaneously, for example, live broadcasting of different 

matches on different media holding channels, live broadcasting of individual matches 

on a Federal channel etc. In Russia, during the period after the pause associated with 

the coronavirus pandemic, matches of the Russian football championship are live 

shown in large numbers on the public TV channel MATCH TV. Due to the high den-

sity of the schedule, many games are held simultaneously, and therefore the TV chan-

nel must choose which match to show live on the Federal channel. 

Of course, this choice is based on a lot of factors. Firstly, it is the current ranking of 

the teams, the competitive value of the match, principled opposition to rivals, the 

current form of opponents, and so on. Secondly, it is the size of the estimated match 

audience, which correlates with the total number of fans of a particular Premier 

League team. Thirdly, these are considerations related to the fact that there are no 

teams whose matches are not shown at all or are rarely shown on a public channel. Of 

course, there are matches of the leading teams of the championship, derbies, which 

are likely to cause the greatest audience interest, including for neutral fans. Match 

selection among the remaining ones becomes a difficult task. 

In this study, we make a reasonable assumption that viewers are more interested in 

watching spectacular football, all other things being equal. Therefore, to recommend a 

match on the Internet or show in live time, it is suggested to learn how to predict the 

entertainment of a match based on the team statistics and related match's factors. Cur-

rently, there are no solutions for similar problems in the scientific literature, so in 

section 2 we provide an overview of related areas, where we will look in detail at 

existing approaches to predicting various factors, both related to the game and to the 

match organization, including evaluating entertainment based on other factors. Sec-

tion 3 introduces the match entertainment index and describes the developed algo-

rithm that allows predicting the entertainment of a Premier League match with ac-

ceptable accuracy based on historical data for opposing teams. Section 4 will describe 



 

the testing of the algorithm and a description of the data sets. Section 5 discusses the 

results of the algorithm and its correctness. Section 6 provides a summary of the done 

work. 

2 Literature Review 

Most sports-related research aims to predict the outcome of the matches or some 

match statistics. This is easily explained from the commercial side of the issue – large 

incomes in the field of sports for various individuals and legal entities are associated 

with betting. Of course, only a small part of the research is public. The most common 

thing that researchers try to predict in their work is the outcome of a match, based on 

many different characteristics [1 - 7].  In [4] are used the ELO rating (it is also used in 

FIDE chess rankings and other sports kinds [8]). It can be concluded from the article 

that statistical loss functions are more effective than economic measures when using 

various forecasting methods. ELO ratings are useful for encoding past results infor-

mation. Applicable to football the difference in ranking is very significant in predict-

ing the match result.  The authors concluded that using the ELO rating to assess the 

strength of the team is a justified step.  In [6], a Bayesian network is considered for 

predicting the results of football matches involving FC Barcelona. Many factors that 

influence the outcome of a football match were identified. Thus, the process of select-

ing the model and features to explore sets the boundaries which can be discovered. 

The authors of the article group factors into two types: non-psychological and psycho-

logical. Table 1 shows the main factors for predicting football matches that the au-

thors used in Bayesian network. 

Table 1. The most important factors for predicting the result of football matches in [6]. 

Psychological Non Psychological 

Weather Average of players age 

History of 5 last games Injured main players 

Result against for teams 

Home game 

Ability front team 

Psychological state 

Average match in week  

Performance of main players 

Performance of all players 

Average goal in all home 

Average goal for home 

The accuracy of predicting the outcome of the match was 92%. This is a very high 

result for such type of research, however, it can be explained by the fact that only one 

team is considered, which is much more likely to win than lose points. A wide range 

of approaches and machine learning algorithms are considered in [5, 7, 9, 10]. For 

example, the authors of [10] conduct experimental studies with the following models: 

Naïve Bayes, Bayesian networks, LogitBoost, The k-nearest neighbors algorithm, 

Random forest. However, none of the above models usually achieves more than 60% 

accuracy. Thus, based on this and other articles, we can conclude that the accuracy of 

close to 60% is quite acceptable since the football game is a rather non-deterministic 



 

process with a lot of random events, such as red cards and penalties, so it is not possi-

ble to predict the result with high accuracy. 

There are several articles in the scientific literature regarding the evaluation of the 

entertainment of a match. In [11], a linear regression model with GLM encoding was 

chosen to predict the number of viewers based on the social network activity (Face-

book) during the match, as well as activity in the last two weeks before the match. 

Besides that, according to the authors, club or the national team photos on the social 

page cause the greatest activity of the audience and fuel interest in the match. The 

authors of [12] come to non-trivial conclusions about the difference between the en-

tertainment of the match for the stadium and TV audience. Using empirical methods, 

it is argued that the viewers attendant the stadium prefer to look at a crushing score 

instead of competitive confrontation. While viewers watching the broadcast on TV, 

on the contrary, prefer matches with an equal score and a close fight. On the Internet, 

various sports sites [13-16] offer methods for evaluating the entertainment of a match, 

but no attempts are made to its prediction. 

Despite different approaches, we can identify criteria that allow us to identify a match 

as more attractive to the viewer. These criteria allow us to form an opinion about the 

game entertainment, based on a system for evaluating interconnected indications. So, 

on the popular Russian sports portal Sports.ru, the index is calculated by analyzing the 

following parameters: shots, goals, hot passes, strokes, fast attacks, and constructive 

passes. Each parameter is assigned a coefficient that depends on the rarity of the 

event. Federal Russian sports channel Match TV calculates the entertainment of the 

match takes into account several other factors: the accuracy of passes, the number of 

accurate passes over a certain period, the complexity of the combination that led to 

the goal, the number of shots on target relatively to all shots on goal, and of course, 

the average number of goals. 

In addition, there are many studies aimed at predicting match attendance [17-19]. As 

well as articles analyzing TV views and thus suggesting the number of views of the 

upcoming match and the possibilities of their commercialization [20, 21]. In [17], the 

authors study the audience's interest in the Italian top division and conclude that the 

greatest interest for viewers is not even the fight for the title, since for objective rea-

sons it is claimed by a small number of teams, but the fight for a place in European 

competitions. In [20], the authors investigate the relationship between the popularity 

of the world Cup and the national team of the country hosting the championship par-

ticipation. So, in their observations, they describe the relationship between the views 

reducing the championship and of the host country’s national team outflow from the 

championship. In addition, they come to the fairly obvious conclusion that holding a 

match on the weekend greatly increases its popularity among fans. In the field of the 

organization of football matches in Russia involves leading universities, for example, 

HSE has helped the Russian Football Union with the establishment of the match cal-

endar depending on team participation in the UEFA Champions League games and 

peculiarities of the Russian climate. It is also planned to create a calendar for referees 

[22] in the near future.  



 

3 Proposed Method 

In this article, we present EntertainmentIndex – an index that will be calculated based 

on various statistical data, and its prediction method. In section 3.1, we describe the 

principles of feature formation and the feature-object matrix, as well as the principles 

of calculating the entertainment index. Section 3.2. describes the methodology for 

testing the hypothesis that there is a relationship between the entertainment indicator 

and the obtained features. Section 3.3 covers the process of machine learning method 

choice for solving the regression problem, and finally, in section 3.4, we describe the 

process of training the model directly. 

 

3.1 Feature preparation 

We will use the basic statistical characteristics of the match as model features: the 

number of scored and conceded goals, the number of shots on goal and on target, the 

number of beats off goalkeeper's goals (saves), number of corners, offsides, viola-

tions, warnings, penalties, percentage of ball's possession and correct passes. In addi-

tion, we will take into account some of the indicators that are responsible for the 

course of the game: a missed penalty, the goal after 85 minutes, the missed decisive 

penalty (which could change the score), the decisive goal in added time, strong-willed 

victory (victory of the team that had a lower score during the match), strong-willed 

draw (during which one of the teams brought back two goals). We also take into ac-

count the match attendance and the team's place in the standings. 

The entertainment index will be a weighted sum of some groups of match events. Let 

us describe the main components that will be included in this linear combination with 

the corresponding weights: 

1. The number of scored goals. More goals lead to more interest in the match. 

However, if the game is on "one goal", then the match is less interesting than 

if the game did not have one-team domination. This component will take into 

account the total number of goals scored by both teams, minus the number of 

goals scored by the winning team with a goal difference of more than four. 

This is the basic component, the total number of goals scored is included in a 

linear combination with a coefficient of 1, i.e. 1 point for each goal. 

2. The number of shots on goal. Not all spectacular matches are replete with a 

large number of goals, the interest adds a large number of shots on goal and 

on target, in particular. These events are less important than goals, so we be-

lieve that every 10 shots over 5 shots for 1 point, an additional bonus – 1 

point for every 10 shots on target. Since goals almost always follow after 

shots on goal, it turns out that we take goals into account in the metric three 

times, which increases their significance for the metric. 

3. The number of saves by the goalkeepers. Spectacular saves increase enter-

tainment, so we will count every 7 saves over 5 for 1 point in addition to en-

tertainment. 

4. We add 1 point to the metric for each unrealized penalty, a goal after 85 

minutes, a goal after 90 minutes that affected the outcome of the match, and 



 

2 points for an unrealized penalty after 90 minutes that would have changed 

the outcome of the match. 

5. Add 1 point for each ball played in a strong-willed victory (the victory of a 

team that was behind in the score for a certain period of the match) by one of 

the teams and 1 point for each ball played over one in a draw if the team lost 

two goals or more during the match. 

Note that all the indicators used to build the entertainment index can be calculated for 

a large number of tournaments since it uses basic statistics, which makes the solution 

extensible. We can also calculate these indicators for several past rounds to further 

use them to predict the index value for individual matches in the future. 

The entertainment index must be calculated for the match, so, we calculate it as the 

sum of the indices for two opponents, based on the description above. From the fea-

ture description of the match for each team, we will create a new matrix of feature 

objects as follows. Let's select the three rounds preceding the match and average all 

the indicators for the three rounds. Thus, we get for each match: historical data for 

features for each of the teams and the entertainment of the match, which we need to 

predict. We use the assumption that during the last rounds the team plays more or less 

evenly. It makes no sense to take less than three matches because football has a high 

uncertainty in all indicators and averaging smooths out the variance. If we take a 

longer period, the team's game may already change. We will add additional infor-

mation to the match description that is known along with historical statistics before 

the game starts – the name of the chief referee, the stadium, and the start time of the 

match. 

Just note, why information about the players, the various advanced statistics, etc. is 

not added. The fact is that we consider predictions within a single season, because 

teams change too much over a year, and therefore the sample consists of a small 

number of objects. In this regard, it is necessary to control the number of features so 

there weren't too many of them. 

 

3.2 Testing the hypothesis about the relationship between the target variable 

(entertainment) and features 

Up to this point, we have conducted research based on the assumption that there is 

some relationship between the previously entered EntertainmentIndex and the feature 

description based on historical data. Let's check this assumption using the statistical 

test engine. Because we want to test the dependence of a real-valued target variable 

on a features-objects matrix (and there are more than two of these features), we can-

not use standard approaches, such as calculating the Pearson or Spearman correlation, 

as well as the Fisher exact test and other frequently encountered parametric and non-

parametric statistical tests. 

The main problem is that we have many features, so it is impossible to evaluate their 

contribution separately. This is because when the feature set is expanded, the signifi-

cance of individual features may significantly change. Besides, the target variable 

may not depend on some features individually, but on a specific group of features. 

Linear regression without regularization is used to solve a problem with similar con-

straints. Let’s find the solution by the least-squares method. Define the ordered num-



 

ber of the feature as  . Thus, our target variable is the entertainment coefficient  , and 

 -th feature   . Then the linear regression problem will be presented as follows: it is 

necessary to find the vector  , such as     . Zeroing coefficients for all variables 

except one   ., we can consider the effect of the target variables on the  -th feature. At 

the same time, we can consider various features combinations. Of course, the machine 

learning model that will be used to predict the target variable is non-linear, but a line-

ar model is sufficient for testing. 

To test the hypothesis about      (null hypothesis), we will use the Student's T-test. 

If the null hypothesis holds, then the null distribution will be the Student's distribu-

tion. In Python, the necessary functionality is implemented as the ols (ordinary least 

squares) function in the statsmodels.formula.api [23] module. 

 

3.3 About CatBoost 

There are many machine learning methods available for solving the regression prob-

lem, ranging from classical methods such as linear regression to deep learning. When 

choosing a method for training, it is necessary to start, first of all, from the nature of 

the data and their characteristics. The main point to consider in our task is the small 

number of observations in the sample. Therefore, it is quite problematic to use deep 

neural networks due to the high probability of their overfitting. Gradient boosting 

algorithms demonstrate good quality for solving such problems. There are many dif-

ferent implementations of this idea, such as XGBoost [24], LightGBM [25], and H2O 

[26], which have their strengths. In the current study, we will use CatBoost (for “cate-

gorical boosting”) – an open-sourced gradient boosting library [27, 28]. The ad-

vantage of this method is the processing of categorical features that are present in our 

feature space (names of teams, stadium, name of the main referee of the meeting). 

Standard approaches for processing categorical features – label encoding, one hot 

encoding [29, 30] – in this task will either reduce the information content of features 

or create many times more features than it was originally. CatBoost internally pro-

cesses categorical features in some way, and in addition to this, it handles data gaps 

well, which are quite a lot in our task. Among the advantages of CatBoost, it is also 

worth noting that in addition to the features themselves, some combinations of fea-

tures are also considered. When constructing a split for the current tree, CatBoost 

greedily examines various combinations, including combinations of numeric and 

categorical features. In [27, 31], the CatBoost algorithm is compared with XGBoost 

and LightGBM.  In recent years, this algorithm is often used in various studies, for 

example, [32, 33]. 

 

3.4 Model training process 

To train the model, we will use CatBoostRegressor from the catboost python package. 

Using the cross-validation method, we will select important hyperparameters – the 

maximum size of the tree and the number of iterations. The optimal number of itera-

tions will be small (less than a hundred), which can easily be explained by the small 

number of objects in the sample. As the minimized quality functional, we choose the 

metric MAE (mean absolute error):  



 

    
           

 
   

 
   

where       is the entertainment value predicted by the algorithm and    is the origi-

nal entertainment? The choice of this metric is based on the fact that it is important 

for us to take into account the absolute values of the deviation of the algorithm's re-

sponse from the correct answer. Further, we will interpret as the result of the MAE 

value too. 

4 Testing EntertainmentIndex Model and Evaluating Algorithm 

Accuracy 

The approach described in section 3 is suitable for any football championship for 

which can be collected enough basic statistics. Let's test the quality of the algorithm 

on Russian Premier League matches of the 2019/2020 season.  

 

4.1 Dataset creation 

To get statistics, we used the data from the sports website Sportbox.ru [34]. Using 

methods for working with HTML pages, we extract the following information from 

the various site's pages: 

1. Information about the match known before the start of the round – team 

names, date, number of the round, name of the referee, stadium, start time, 

day of the week. 

2. Information about the position of teams before the round. 

3. Statistics of the last match – the number of goals, shots, percentage of pos-

session, etc. 

4. Information about the course of the match – goals, penalties with time 

stamps. 

Based on the collected information, we will prepare a table with all features described 

in section 3 and calculate the entertainment coefficients for all games. We will also 

calculate historical indicators for features and form the features-objects matrix. The 

resulting distribution of the entertainment index for the 2019/2020 season is shown in 

the Fig. 1. 



 

 

Fig. 1. EntertainmentIndex histogram for matches of Russian Premier League 2019/2020 

Also note that we remove from the selection all matches that ended with a technical 

defeat of one of the teams, as well as the match that ended with the defeat of one of 

the teams that fielded the youth team. It was due to the coronavirus pandemic and the 

prediction of these matches results has nothing to do with proposed method. It also 

raises the question of how to collect historical data for the first rounds, when a suffi-

cient number of matches have not yet been played. For this purpose, we suggest tak-

ing into account the last matches of the previous season. The indicator of teams that 

have moved up to the Premier League from the Russian Football National League 

(FNL) is counted on a par with the performance of Premier League clubs. Our study 

also considered other solutions to these problems – averaging the results of the last 

matches of the previous season, multiplying the indicators of the FNL championship 

by some coefficients of the ratio of individual indicators of the FNL to the RPL. 

There was analyzed distribution of matches entertainment in different seasons and 

divisions, so amendments were made in this regard. There was also a study of chang-

es in indicators during the endings of the Russian Premier League Championships. 

However, the above amendments did not lead to an improvement in the quality of the 

model, so it was decided not to complicate the formation of data unnecessarily. The 

decision to choose a period equal to the length of one season is certainly not obvious. 

In this regard, other options were considered – to take several seasons, half of the 

season, the summer-autumn part and the spring part separately (in Russia, the major 

part of the winter football is not played due to climatic conditions). However, these 

changes also did not lead to a significant increase in quality. 



 

4.2 Hypothesis testing and model training 

We apply the method described in section 3.2 for the obtained sample. To estimate 

criterion confidence level the p-value estimation is usually used. It is the probability 

of obtaining test results at least as extreme as the results observed, under the assump-

tion that the null hypothesis is correct. In addition to p-value, the ols function returns 

an estimate of the confidence interval, which can also be viewed [35], but for this 

article we will limit ourselves to p-value. If the p-value is small (usually p-value < 

0.05), then the null hypothesis is rejected, which in the context of our problem means 

that the feature is significant. For our sample, the lowest p-value is achieved for such 

features as “Number of saves by the goalkeeper per match” and “Number of penalties 

scored". In general, this is quite expected, since these signs should significantly affect 

the entertainment of the match based on common sense and the logic of building the 

metric. 

Let's train CatBoostRegressor on the available sample and configure the 

hyperparameters "maximum depth" and "the number of iterations" by using grid 

search cross-validation. Since the sample is small and consists of only 236 objects, 

there is a high risk of overfitting. Too much depth allows the model to accurately 

remember the training sample, and if it is not enough, there is a risk of underfitting. 

Along with limiting the depth, the following approach is often used to combat 

overfitting in boosting: training process stopped after some iteration, without allowing 

the model to retrain. The optimal parameters were selected by cross-validation as 

follows: depth 9, the number of iterations – 70. The MAE error value on the test set is 

1.700, which is good considering the high nondeterminism of football indicators. 

Besides that, can be viewed as the contribution of individual factors in the 

CatBoostRegressor model, which is stored in the feature_importances_ field. The sum 

of all features indicators contribution is equal to 100. Table 2 shows the top 5 most 

significant features for the CatBoost algorithm. 

Table 2. The most significant factors for entertainment prediction. 

Feature description Feature significance (in a percentage) 

Average overall ranking position of 

the competing teams in the standings 
8.536 

The number of missed goals 8.324 

The number of corners 8.293 

The number of saves 7.160 

The number of offsides 6.255 

 

5 Discussion 

Firstly, we will discuss the most significant factors identified by the model. Note that 

both the student's T-test and CatBoost gave a high score of significance for the num-



 

ber of saves. Indeed, goalkeeping saves to make the game more entertaining. Their 

number depends on both the goalkeeper game and the style of the playing teams. Of 

course, a lot of dangerous shots make the game spectacular, and their abundance is 

usually due to either good attacking actions (which usually persist for several matches 

and depend on the style of play and performers), or poor defensive play (which is also 

a long-term problem for the team). The number of goals conceded can be explained 

by exactly the same factors. The most significant factor is the overall rating of the 

teams in the standings. This is logical and consistent with the existing approach to 

choosing the most interesting matches to show to viewers – the higher the team, the 

better and more spectacular it plays. Of course, there are many exceptions, but they 

only confirm the existence of the rule. The number of corners and offsides directly 

depends on the activity of the attacking groups of opponents. From this viewpoint, 

everything looks very plausible. The least significant factor is the number of fouls 

(0.04%). Indeed, it is difficult to understand whether a large number of fouls indicates 

the intensity of the game, the players do not keep up with their opponents, or whether 

tactical fouls are committed. 

Secondly, let’s discuss the accuracy of the algorithm's prediction. Of course, MAE 

equal to 1.7 is not too small, but on the other hand, the entertainment of the match is 

quite difficult to predict, because it depends on many factors. It is not uncommon for 

top clubs to play “tactical chess” and end their meetings with a boring 0-0. But some-

times it also happens in other ways, when low-scoring teams from the lower half of 

the standings arrange a scoring show. There was no overfitting during the model 

training, because the accuracy of the training sample was always tracked. The de-

pendence of the feature descriptions for different objects is small, because we take 

into account the statistics of the last three matches during feature compiling, and 

therefore it is impossible to extract information about how one particular match ended 

from these features. 

Thirdly, let's look at the business part that we started the article with. From a business 

point of view, it is more important to arrange matches by entertainment in each round. 

It is also difficult to come up with a single metric that would show the efficiency of 

the described algorithm. Let's enter the following indicator – the percentage of rounds 

in which the algorithm correctly predicted at least one match from the top 2 in terms 

of entertainment-and calculate its value for the sample. Technically, we will imple-

ment this in the following way: we will train the algorithm on the 29 rounds and pre-

dict the values of the entertainment index to the remaining one. For the sample under 

consideration, this indicator is 60%. Given that you need to choose two matches out 

of eight, this is a good result. 

6 Conclusion 

This article introduced the Entertainment Index algorithm for predicting whether a 

match is interesting for viewers. This algorithm mathematically describes the number 

of events interesting to the viewer on the football field, taking into account both the 

quantitative indicators of basic statistics and the numerical expression for the plot 



 

elements of the game. We created a machine learning model based on CatBoost, 

which predicts the entertainment of Russian Premier League matches with good quali-

ty. The most important factors affecting the entertainment of the match were high-

lighted. The subject area of the problem was determined and the application of the 

algorithm for the problems of recommendation and ranking of football matches by the 

broadcaster was shown. The proposed approach scales very well and can be used to 

solve similar problems in other regular football championships. 
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