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Abstract. This paper proposes new method for changing the coding rates of low-density parity-check (LDPC) codes. This method allows obtaining a code set with different rates from a higher-rate code (mother code). The proposed method can be applied to any mother code; especially it is more efficient for mother code with an irregular parity-check matrix, where the 1s are unevenly distributed on the columns. In addition, this method differs in that the structure of the parity-check matrix is completely preserved, which reduces the computational cost of reconstructing the pair encoder/decoder. Simulation results demonstrate that the designed method is superior to the conventional method puncturing of bits as the rate decreases.

Keywords: Multi-Rate, LDPC Code, External Bit Duplication, Puncturing Method.

1 Introduction

In modern information transmission systems, depending on the degree of interference on the communication channel, different code rates are used. Under low interference conditions, codes with higher rates are used, and under poor conditions with strong interference, codes with lower rates are used. Typically for this, each parity-check matrix is specifically designed for each code rate to achieve maximum performance. However, such a design requires large costs for building the plurality of pairs of coder/decoder. Therefore, to solve such a problem, various methods have been developed, such as puncturing, extending, row combining and splitting [1-9]. But the main drawback of these methods is that the structure of the parity-check matrix changes, which greatly affects the complexity of the code.

In this paper, we propose a new method called “external bit duplication” for rate-compatible LDPC codes. The main idea of this method is that after encoding, its duplicated part is added to the resulting codeword, the length of which depends on what
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code rate we want to get. For example, if we want to get a code rate of 1/4 from the mother code rate of 1/2, then the duplicated part is the fully codeword. And if we want to get a code rate of 1/3 from the mother code rate of 1/2, then the duplicated part is the informational part of the codeword. The advantage of this method is that the parity-check matrix parameters of the mother code do not change, which reduces the cost of rebuilding it. Also, the length of information bits before encoding is preserved when switching from one code rate to another.

2 Materials and methods

2.1 Puncturing of bits method

Puncturing of bits (PB) [10] is one of methods for obtaining lower-rate codes from a higher-rate mother code. To explain the method, we introduce the following notation. \( n \) is the block-length of the mother code, \( k \) is the length of information bits, \( R \) is the rate of the mother code, \( r \) is the rate of the designed code. The length of the original message (\( l_i \)) and the length of the discarded information bits (\( l_o \)) are calculated as follows:

\[
I_i = \frac{r(n-k)}{1-r} \tag{1}
\]

\[
I_o = \frac{(k-rn)}{1-r} \tag{2}
\]

It can be seen from the above formulas that \( l_i + l_o = k \). Below are examples of obtaining three rates 1/3, 1/4 and 2/5 from the code rate 1/2.

The PB code with rate of 1/3. In this case, \( l_i = k/2 \) and \( l_o = k/2 \). At the transmitter of the data transmission system, in addition to the main elements, there are 2 multiplexers (MUX.1 and MUX.2) for setting the parameters of the transmitted information stream (Figure 1). The original message \( x=(x_1, x_2, \ldots, x_{k/2}) \) with a length of \( k/2 \) is transmitted to MUX.1, the output of which is a new message, comprising in addition to the original message \( x \) zero sequence with length of \( k/2 \).

Then the formulated message is transmitted to the LDPC encoder, the output of which is a codeword. The received codeword is transmitted to the MUX.2, here a sequence of zeros with length of \( k \) is removed from the codeword, since their values are already known to the transmitter and receiver, so they do not need to be transmitted. Thus, due to the removal of the zero sequence, the code rate became 1/3.
At the receiver, the codeword is transmitted to DEMUX.1 in the form of a logarithmic likelihood function (LLR) (Figure 2).

In DEMUX.1, the structure of the codeword is restored, at the place where there was the zero sequence, a sequence of maximum possible LLR (inf) values is inserted. Then the obtained LLR values are decoded using an LDPC decoder, the output of which is transmitted to DEMUX.2 to extract useful information.

**The PB code with rate of 1/4.** In this case, $l_i = k/3$ and $l_o = 2k/3$. The process of obtaining this code is shown in Figure 3 and Figure 4.
The PB code with rate of 2/5. In this case, $l_i = 2k/3$ and $l_o = k/3$, the process of obtaining this code is shown in Figure 5 and Figure 6.
2.2 External bit duplication method

In this paper, we propose a new method called external bit duplication (EBD), for obtaining lower-rate codes from a higher-rate mother code. The peculiarity of the method is that after encoding, either the entire duplicated codeword or its duplicated part is added to the codeword, depending on the selected code rate that we want to obtain. In this method, the length of the duplicated part \( l_d \) is calculated by the following formula:

\[
l_d = \frac{k}{r} - n
\]  

(3)
The EBD code with rate of 1/3. In this case, $l_d = k$, the proposed method is described as follows.

At the transmitter (Figure 7), the original message $y = (y_1, y_2, ..., y_k)$ with length of $k$ is encoded by an LDPC encoder, the output of which is a codeword with length of $n$. Then, it is passed to the MUX to reforming the codeword structure. This codeword is supplemented with its duplicated information part. The obtained codeword has length of $n + k$ and the code rate became 1/3.

![Fig. 7. EBD method for obtaining a code rate of 1/3 from the mother code rate of 1/2 at the transmitter.](image)

At the receiver (Figure 8), the codeword is transmitted to DEMUX.1 as an LLR function, where the LLR values of the information part are summed with the values of its LLR of the duplicated part. The result will be inserted in the place of the information part, and its duplicated part is discarded.

![Fig. 8. EBD method for obtaining a code rate of 1/3 from the mother code rate of 1/2 at the receiver.](image)

Then, the obtained codeword is decoded by an LDPC decoder, the result of which are transmitted to DEMUX.2 to extract the useful information.

The EBD code with rate of 1/4. In this case, $l_d = n$, the difference is that now the duplicated part is the entire codeword. The process of obtaining this code is shown in Figure 9 and Figure 10.
Fig. 9. EBD method for obtaining a code rate of 1/4 from the mother code rate of 1/2 at the transmitter.

\[ \text{LLR}(c_y) = \text{LLR}(c'_y) + \text{LLR}^*(c'_y) \]

Fig. 10. EBD method for obtaining a code rate of 1/4 from the mother code rate of 1/2 at the receiver.

The EBD code with rate of 2/5. In this case, the duplicated part is part of the code-word with length \( l_d = k/2 \). The process of obtaining this code is shown in Figure 11 and Figure 12.

Fig. 11. EBD method for obtaining a code rate of 2/5 from the mother code rate of 1/2 at the transmitter.
Fig. 12. EBD method for obtaining a code rate of 2/5 from the mother code rate of 1/2 at the receiver.

3 Results

In this section, a comparison of two methods PB and EBD is carried out at three rates of 2/5, 1/3 and 1/4 in the Matlab simulation environment when transmitting the codeword over AWGN communication channel with BPSK modulation. As the mother code, a DVB-S2 check matrix with a rate of 1/2 is used, the decoding algorithm is sum-product (SPA) and the maximum number of iterations is 50. The simulation results are shown in Figure 13.

In Figure 13 shows that EBD codes outperform PB codes at two rates 1/3 and 1/4, gains are respectively 0.15 and 0.45 dB at the BER of $10^{-5}$. At the rate of 2/5, the EBD code is inferior to the PB code, the loss is 0.1 dB at the BER of $10^{-5}$.

Fig. 13. Performance of PB and EBD codes with rates of 1/3, 1/4 and 2/5, block-length is 64800.
4 Discussion

Due to the fact that the message structures of both methods are different, their computational complexity must be compared not within one block, but over several blocks.

At the rate of 1/3, The difference between the two methods is that in the PB method, 2 codewords are required to transmit k information bits, while in the EBD method, only 1 code word is required to transmit the same number of information bits. Consequently, the computational complexity of the EBD method is about 2 times better than that of the PB method (Figure 14).

At the rate of 1/4, the computational gain of the EBD method is 3 times better than that of the PB method (Figure 15).

And at the rate of 2/5, the computational gain of the EBD method is 1.5 times better than that of the PB method (Figure 16).
\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig16.png}
\caption{Code block structures with rate $r = 2/5$ of the PB (a) and EBD (b) methods.}
\end{figure}

5 Conclusion

In the paper, an “external bit duplication” design method for rate-compatible LDPC codes is described. The proposed EBD method was compared with the conventional PB method. The results show that EBD method outperforms PB method as the code rate decreases. And also computational complexity of the EBD codes is less than computational complexity of the PB codes.
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