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Abstract. This article reveals the method of the property classification by its 
location relative to highways using transfer learning approach. Solving this 
problem is crucial for non-residential real estate market value assessment 
automation in the course of market analysis, pre-trial appraisal and other 
aspects of making managerial decisions in the field of financing and lending. 
Instead of a standard approach based on models developed using machine 
learning libraries and programming, this work considers the use of Google’s 
Teachable Machine service. This article examines the aspects of initial data 
preparation, the use of Teachable Machine for model training and the results 
obtained. The parameters and results of training classification models in 
different conditions are presented, the classification accuracy is analyzed. The 
results obtained generally indicate the validity of this approach and 
recommends it for solving similar problems. 
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1 Introduction 

Machine learning algorithms have been around for a long time and are being actively 
implemented in the practice of making financial decisions. These include making 
valuation models of the real estate market. They are more actively used to assess the 
residential real estate market due to mortgage lending market development and the 
interest of financial and credit institutions in a high-quality independent and quick 
assessment of such properties. The market for non-residential real estate is less active, 
these properties have more unique characteristics in contrast to residential real estate, 
therefore, data analysis of the market is less developed and is of utmost interest. 
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One of the important pricing factors, especially for the non-residential real estate 
market in Moscow, is the location of the facility. All other things being equal, real 
estate remote from the city center can be sold at a lower price per unit area. Fig. 1 
shows a heat map of commercial real estate prices in the city of Moscow. The map 
was generated using Yandex.Realty service.  

 

 
Fig. 1. Heatmap of commercial real estate prices in the city of Moscow. 

The property location in Moscow can be defined by its location relative to the 
administrative districts, city center, distance from the metro, as well as its location 
relative to roads and highways. As a rule, from the practice of appraisal activities, the 
cost of property located on the city’s main roads, the so-called "red line", exceeds the 
cost of similar properties located in the block [1-2]. 



The location analysis of the property relative to the "red line" road is carried out 
manually based on Yandex or Google maps imagery. As part of a general project to 
develop an intelligent service for Moscow non-residential real estate price appraisal it 
is proposed to automate this process using machine learning. The purpose of this 
study is to develop a model that determines the location of non-residential properties 
in relation to the city's highways based on its address.  

2 Materials and methods 

2.1 Determining property location 

Based on the business practices of appraisal activities and standards, it is customary to 
classify the location of the property relative to highways into three categories [3-4]:  

 

 The property is located on the main street (city’s transit or exit roads) or has a direct 
access to the main street (a, so called, "red line"); 

 The property is located on the front line of a minor street; 
 The property is located on the second building line, or further, from the street lines 

(or inside the block). 
 

A building is located on the red line if it is adjacent to the city’s main road (map 
systems usually mark such roads in yellow). An example of such an arrangement is 
shown in Figure 2. 

 

 
Fig. 2.  The marked building is located on the “red line”. 



A building located on the front line of a minor road is usually adjacent to a 
secondary road in a city (map systems usually mark such roads in white). An example 
of such an arrangement is shown in Figure 3. 
 

 
Fig. 3. The marked building is located on the “Front line of a minor road”. 

A property inside a block is building that does not have access to main or minor 
roads and is located among other buildings. An example of such an arrangement is 
shown in Figure 4. 

 

 
Fig. 4. The marked building is located inside a block. 



Thus, our problem can be represented as a classification task. The designations for the 
previously identified road-based location classes are as follows: 

 

 RLC – "Red line", the property is located on the main street; 
 MRC – "Minor road", the property is located on the front line of a minor street; 
 IQC – "Inside quarter", the property is located on the second building line, or 

further, from the street lines (or inside the block). 
 
2.2 Initial data 

To solve the road-based property location classification problem, the data collected 
from the real estate website Realto.ru was used. The website provides users with up-
to-date information on supply and demand in the real estate market gathered through 
the Realto program, created specifically for the Moscow real estate market [5]. At the 
moment, this database covers the market for the sale and lease of residential real 
estate in Moscow and the Moscow region, the market for the sale and lease of non-
residential real estate (shops, premises for offices, restaurants, etc.), the market for the 
sale and lease of suburban real estate (land, houses, cottages, for individual housing 
construction). 

The initial dataset downloaded from the website was an MS Excel file and 
included many features of the property, from which only the address was selected for 
the task. Using the map service Sputnik.ru (based on OpenStreetMap) [6], the 
property's address was converted into geographic coordinates. An extract from the 
dataset after the transformation is shown in Table 1. 

Table 1. Extract from the original dataset. 

# Address Longitude Latitude 

0 13 2-ya Rybinskaya Street 55.788868 37.659927 
1 18-2 Tvardovsko Street 55.798820 37.410603 
2 2 Zubovskiy Boulevard 55.73767 37.58983 
… … … … 
4997 23 Shmitovskiy Proyezd 55.755848 37.544495 
4998 20-1 Nelidovskaya Street 55.846703 37.436054 
4999 15-1 New Arbat Avenue 55.751940 37.592533 

Based on the property’s geographical coordinates, map fragment images were 
obtained from the Yandex.Maps Static API service [7]. The property of interest was 
located strictly in the center of the image and was marked with a white flag. Examples 
of such images are shown in Figures 2-4. 

As a result, 5000 images with a resolution of 600x450 pixels were obtained. The 
image size was determined by the capabilities of the software used and was selected 
in such a way that the analyzed property, as well as the surrounding roads and 
buildings, would fit on the fragment. 

Then the resulting set of images was labeled manually, i.e., each fragment was 
assigned one of three location class labels. To speed up the labelling process, a 



dedicated app was developed. The application displayed a map fragment with the 
analyzed property. The user manually determined the property location ("Red line", 
"Minor road", "Inside quarter") then, in the drop-down menu, the appropriate location 
class is chosen and saved. If the fragment turned out to be incorrect (for example, the 
property was not on the map or the wrong property was marked), then this fragment 
was labeled “Unknown” for further clarification or exclusion from the dataset. The 
application source code is provided in [8].  

As a result of labelling, 2363 samples and the following class distribution were 
obtained (Table 2). The significant decrease in the number of samples compared to its 
initial value (5000) is primarily due to the fact that many analyzed properties had the 
same addresses. 

Table 2. Class distribution in the dataset. 

Class # Samples 

Read line (RLC) 978 
Minor road (MRC) 466 
Inside quarter (IQC) 919 

 
It is well known that deep neural networks can be used to solve the image 

classification problem [9]. At the same time, such networks require large amounts of 
data for the convergence of training. As shown in Table 2, the amount of data is not 
enough to train a neural network well from scratch. The Transfer Learning technique 
should help us to solve this problem. 
 
2.3 Transfer Learning 

Transfer Learning is a machine learning technique in which knowledge gained by a 
model (usually a neural network) to solve one problem can be applied to solve other 
similar problems [10]. 

 
The formal definition of the description method is described through the concepts 

of subject area and tasks.  
A domain D consists of: a feature space X and a marginal probability distribution 

P(X), where X = {x1, … xn} ∈ X.  
Given a specific domain D = {X, P(X)}, a task consists of two components: a label 

space y and an objective predictive function f: x→y. The function f is used to predict 
the corresponding label f(x) of a new instance x.  

This task, defined as τ = {y, f(x)}, is learned from the training set consisting of 
pairs {xi, yi}, where xi ∈ X и yi ∈ y. Given a source subject area Ds и and learning 
task τs, a target domain Dt and learning task τt, where Ds ≠ Dt or τs ≠ τt, transfer 
learning helps to improve the learning of the target predictive function, using the 
knowledge in Ds и τs [10]. 

For example, the knowledge gained by the model that recognizes cars can be used 
for recognizing trucks. This method makes it possible to achieve high accuracy on a 
small dataset and with a small number of training epochs. However, it is not without 



its drawbacks – the model is often subject to overfitting with suboptimal training 
parameters [11]. 

Transfer learning is used to classify and cluster text and images. The method is 
successfully applied in medicine (in classification of diseases by fluorographic images 
[12, 13]), in translators from sign languages [14] and in game bots [15] (AlphaGo 
from DeepMind). 

One of the implementations of the transfer learning is carried out in the following 
way: the pretrained network is deprived of the classification layers and new empty 
classification layers are attached [11]. After that, the model is trained on a new 
dataset. The stages of the transfer learning are shown in Figure 5. 

Transfer learning can be implemented in different ways. One of the typical 
approaches is to implement the method using programming languages, for example, 
using Tensorflow and Keras for Python. This method is quite versatile, but requires a 
mastery of the language and programming experience. Back in 2017, Google 
developed the Teachable Machine [16], which offers an "out of the box" transfer 
learning implementation. Conveniently, the service does not require programming and 
greatly simplifies the process of data preparation, training and deploying models, 
thanks to its interactive environment and a rich set of parameters. 

 

 
Fig. 5. The main stages of Transfer learning implementation. 

 
2.4 Teachable Machine 

Teachable Machine is a service that allows users to create, train and deploy machine 
learning models based on the transfer learning technique [16]. 

Users can create models that recognize images and sound. Building and training a 
model does not require programming. The service makes it easy to export trained 
models to the TensorFlow and TensorFlow.js libraries and use them in other 
applications.  

The platform is based on TensorFlow.js and uses the MobileNet convolutional 
neural network pre-trained on the ImageNet dataset as an initial model for image 
classification [17]. The Teachable Machine uses Adam optimizer (stochastic gradient 
descent with adaptive moment estimation) and the cross-entropy as a loss function 
[18]. 



Thus, the main disadvantage of Teachable Machine is that other pre-trained 
models, optimizers or the loss functions cannot be used. 

The service allows us to easily and quickly create models for our task, set classes 
for our subject area, load samples into the appropriate classes, select and set model 
parameters: Batch Size (the number of images used per training iteration); Epochs 
(the number of learning epochs) and Learning Rate. 

Teachable Machine is able to generate model performance reports which include 
[16]: accuracy per class and confusion matrix on the test samples and a graph of 
change in model accuracy during training both on train and test sets. 

 
2.5 Model training 

Experimenting with each model consisted of three stages: preparing samples, training 
the model, analyzing the results and exporting the model for further use. 

Sample preparation was performed as follows: images for each class were 
uploaded to the Teachable Machine platform. At the same time, the service 
automatically randomly selected the loaded samples at a ratio of 85% for the training 
set and 15% for the test set [16]. 

The model training involved selecting parameters for training that provide the best 
classification accuracy. Training parameters selection was carried out as follows: the 
number of samples (Batch Size) was sequentially selected from the specified range of 
values [16; 32; 64; 128; 256; 512]. Thus, the number of samples dictated a series of 
experiments. Then, for each series in range [30; ...;150], the number of learning 
epochs (Epochs) was fixed, and for each set, the number of learning epochs, the 
learning rate was fixed from the range [0,0005; 0,001; 0,005]. A total of six series of 
fifteen experiments were conducted. The results were tabulated and the set of 
parameters for which the classification accuracy was the best was selected. 

3 Results 

First model. Initially, the model was trained on a dataset of all three classes. Training 
was performed according to the method described above. Six series of fifteen 
experiments were conducted. The best results for each series are presented Table 3. 

Table 3. Parameter selection for the first model. 

No Batch Size Epochs Learning Rate Accuracy 

1 16 50 0.001 0.62 
2 32 70 0.001 0.71 
3 64 70 0.001 0.77 
4 128 150 0.001 0.85 
5 256 100 0.001 0.86 
6 512 100 0.001 0.83 

 



As you can be seen here, the highest classification accuracy was achieved with the 
following model parameters: Epochs = 100; Batch Size = 256 and Learning Rate = 
0,001. 

The model training results for each class are presented in Table 4. 

Table 4. Classification accuracy of the first model on the test set. 

Class Accuracy # Samples 

Read line (RLC) 0.89 147 
Minor road (MRC) 0.70 70 
Inside quarter (IQC) 0.93 138 

 
The overall model accuracy was 86%. The model distinguishes "Inside quarter" 

(93%) and “Read line” (89%) classes with a fairly high degree of confidence, but the 
"Minor road" class has a significantly smaller accuracy (70%). The confusion matrix 
in Fig. 6 also shows that the model distinguishes well between "Red line" (RLC) and 
"Inside quarter" (IQC) classes (the first 2 elements of the matrix main diagonal are 
intense), but it can make a mistake when classifying a property as the "Minor road" 
(MRC) class. 

 

 
Fig. 6. Model training results on the initial 3-class dataset. 

Second model. The probable reason of such difference in accuracy per class might be 
that the number of samples for the "Minor road" class is significantly smaller than in 
the other two classes (see Table 3). Now if we balance the number of samples for 
each class, in our case, by cutting the number of samples for 2 classes to the smallest 



one). The training parameters for the new model were taken from the first model: 
Epochs = 100; Batch Size = 256 and Learning Rate = 0,001 

The model training results for each class are presented in Table 5. 

Table 5. Classification accuracy of the second model on the test set. 

Class Accuracy # Samples 

Red line (RLC) 0.88 69 
Minor road (MRC) 0.77 69 
Inside quarter (IQC) 0.86 69 

 
The overall model accuracy was 83%. The class accuracy of "Red Line" slightly 

decreased (88%), and "Inside quarter" accuracy noticeably dropped (86%). At the 
same time, the accuracy of the "Minor road" class significantly increased (77%). The 
confusion matrix in Figure 7 shows that there is an intense major diagonal, but the 
model still confuses the "Inside quarter" (IQC) and "Minor Road" (MRC) classes. 

 

 
Fig. 7. Model training results on a balanced 3-class dataset. 

 
The reason for such model behavior may lie in the similarity of "Inside quarter" 

and "Minor road" classes (compare Figs 3 and 4), which is why the model cannot 
extract any distinctive features from the data provided. 

To better understand the issue, we will perform a number of experiments, 
constructing three more models, sequentially removing one of the classes. 



Third model. The next model was trained on a set of two classes, "Red Line" (RLC) 
and "Inside quarter" (IQC). The parameter selection was carried out in a similar way 
to the previous experiments. The results of the parameter selection are presented in 
Table 6. 

Table 6. Parameter selection for the third model. 

No. Batch Size Epochs Learning Rate Accuracy 

1 16 150 0.001 0.76 
2 32 100 0.005 0.79 
3 64 50 0.001 0.78 
4 128 50 0.001 0.94 
5 256 30 0.001 0.93 
6 512 70 0.0005 0.91 

 
The highest classification accuracy on the test set was achieved with the following 

parameters: Epochs = 50; Batch Size = 128 and Learning Rate = 0,001. The model 
training results for each class are presented in Table 7.  

Table 7. Classification accuracy of the third model on the test set. 

Class Accuracy # Samples 

Red line (RLC) 0.96 69 
Inside quarter (IQC) 0.93 69 

 
The overall model accuracy was 94%. The class accuracies are quite high and 

amounted to 96% for the "Red Line" class, and 93% for the "Inside quarter" class. In 
the confusion matrix in Fig. 8, an intense main diagonal is visible, which indicates the 
model is good at distinguishing between these 2 classes.  
Fourth model. The fourth model is generally similar to the third and was trained on a 
set of two classes: "Minor road" (MRC) and "Red line" (RLC). The parameter 
selection was carried out in a similar way to the previous experiments. The parameter 
selection results are presented in Table 8. 

Table 8. Parameter selection for the fourth model. 

No Batch Size Epochs Learning Rate Accuracy 

1 16 50 0.001 0.84 
2 32 70 0.001 0.88 
3 64 50 0.001 0.93 
4 128 70 0.001 0.94 
5 256 70 0.001 0.93 
6 512 50 0.001 0.91 

 

The highest classification accuracy on the test set was achieved with the following 
parameters: Epochs = 70; Batch Size = 128 and Learning Rate = 0,001. The model 



training results in the fourth experiment are presented in Table. 9. The overall model 
accuracy was 94%; this coincides with the accuracy of the third model. Accuracies 
per class are also quite high, although slightly different: "Red Line" (RLC) – 94%, 
"Inside quarter" (MRC) – 93%.  

 

 
Fig. 8. Model training results on a 2-class dataset: "Red line" and "Inside quarter". 

Table 9. Classification accuracy of the fourth model on the test set. 

Class Accuracy # Samples 

Red line (RLC) 0.94 69 
Minor road (MRC) 0.93 69 

 

In the confusion matrix in Figure 9, an intense main diagonal is visible, which 
indicates the model is good at distinguishing between these 2 classes. 



 
Fig. 9. Model training results on a 2-class dataset: "Red line" and "Minor road" 

 
Fifth model. This model was trained on a set of two classes ("Minor road" (MRC), 
"Inside quarter" (IQC)). The parameter selection was carried out in a similar way to 
the previous experiments. The results of parameter selection are presented in Table 
10. 

Table 10. Parameter selection for the fifth model 

No Batch Size Epochs Learning Rate Accuracy 

1 16 30 0.001 0.85 
2 32 100 0.0005 0.84 
3 64 70 0.001 0.84 
4 128 70 0.001 0.83 
5 256 50 0.001 0.86 
6 512 50 0.005 0.85 

 
The highest classification accuracy on the test set was achieved with the following 

parameters: Epochs = 50; Batch Size = 256 and Learning Rate = 0,001. 
The model training results are presented in Table 11. The overall model accuracy 

was 86%. Accuracy per class tuned out to be "Minor road" (MRC) - 82%, "Inside 
quarter" (IQC) - 90%. 

Table 11. Classification accuracy of the fifth model on the test set. 

Class Accuracy # Samples 

Minor road (MRC) 0.82 69 
Inside quarter (IQC) 0.90 69 



 
Fig. 10. Model training results on a 2-class dataset: "Minor road" and "Inside quarter" 

The confusion matrix in Fig. 10 shows that the model is significantly worse at 
distinguishing between classes in the MRC and IQC pair than in the "RLC and IQC" 
and "RLC and MRC" pairs (Figures 8 and 9). 

4 Discussion 

The training results of the models show that transfer learning is generally suitable for 
classifying properties by their location relative to roads according to given classes. In 
general, as shown by the experimental results, transfer learning with a proposed 
dataset provides a fairly confident and accurate classification of properties for at least 
two classes: "Red line" and "Not red line", which is the sum samples of "Minor road" 
and "Inside quarter" classes. 

The model trained on three classes gives a fairly accurate classification result for 
properties located on the "red line" and within the block, but quite often makes 
mistakes when recognizing located on the first line of secondary roads. Balancing the 
number of samples in each class increases the accuracy at determining properties 
located on the front line of minor roads, but at the expense of a general decrease in the 
model accuracy and the accuracy of other classes. 

The probable reason, as shown by experiments with Models 3-5, is that there are 
significantly fewer differences between the "Inside quarter" and "Minor road" classes 
than between these classes and the "Red line" class. To increase the overall accuracy 
and improve the classification quality, it is proposed to increase the number of 
samples for the "Minor road" class, as well as to use several training models 
simultaneously. 



5 Conclusions 

The use of Teachable Machine to solve the problem of property location classification 
using transfer learning is justified and can be recommended for solving similar 
problem solution. 

At the same time, transfer learning remains sensitive to the quantity and quality of 
samples, as well as the balance in the number of samples for each class in the training 
set.  

The resulting models make it possible to fairly accurately classify properties that 
are on the "Red line" or outside it.  

To improve classification accuracy for "Minor road" and "Inside quarter” classes, it 
is necessary to increase the number of samples, simultaneously use several 
classification models or use other pre-trained networks that are more appropriate for 
the subject area. 
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