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Abstract  
The paper presents a classification of errors based on the comparative analysis of the errors 

in machine translation (MT) output and a human computer-assisted translation (CAT) on 

a cloud platform. The impact of the human factor is analyzed in the raw dataset of errors 

of a Hebrew-Russian CAT on a cloud platform. The CAT platform belongs to a set of tools 

for computer-mediated communication (CMC). CMC peculiarities affect the CAT output. 

The acceptability and usability of a target text (TT) do not directly depend on the number 

and gravity of errors in CMC. The classification of translation errors integrates approaches 

to error recognition that have been developed in the industry and academia. We distinguish 

the errors that automatic evaluation systems are able to recognize from those that human 

translators and post-editors have to handle. Based on the errors analysis, we offer three 

categories of errors in CAT: (1) fluency errors, which damage the TT readability; (2) 

accuracy errors, which misrepresent the content; and (3) functional errors, which distort 

the objective of the source text (ST) translation and obstruct the perception of the TT in 

the target culture. CAT tools affect the distribution of errors in the TT.  
 

Keywords   
Translators’ errors, Computer-assisted translation, Computer-mediated communication, Error 

evaluation  

1. Introduction 
1.1. CAT platforms in CMC 

The translation industry transforms the translators’ environment into computer-mediated 

communication (CMC) with the help of cloud platforms for computer-assisted translation (CAT). CAT 

platforms provide customer-relationship management, as the platforms offer tools to search for a 

project, perform translation and localization, discuss an output with a customer, and transfer payments. 

In addition to machine translation (MT) systems and shared translation memory (TM), CAT platforms 

combine all translation tools in one place. Since the industry demands accurate and high-quality 

translations in practical domains that are delivered quickly, a CAT platform offers a solution to enhance 

operational activity. Nevertheless, MT and CAT outputs have to be post-edited. The insertion of 

segments from MT output into manually translated documents increases probability of errors because 

of differences in translation strategies. In the new technological environment, translators have become 

post-editors and revisers of MT output. Post-editing and revising all products before their delivery 

belong to translator’s professional competencies, along with ability to negotiate with customers [1].  

CMC restricts a set of communicative tools (e.g., gestures and facial expression) in virtual team 

professional communication; the virtual environment requires adjustment of social norms and standards 

[2]. While working on a CAT platform, translators are exposed to the difficulties of collaborating with 

teammates, who often represent different cultures, on the one hand; on the other hand, translators lack 

feedback and an explanation of the rationale behind decisions [3]. Thus, the CAT platform facilitates 

translating but can provoke new errors due to multitasking without relevant feedback. CAT platforms 

can cause new errors due to their design and  joint  project  management.  The  errors  caused  by  design 
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and clumsy use of computer technologies were studied in 1994 [4]. Nowadays, technologies, which 

facilitate computer-human interaction, generate new grounds for a human translator to err in CMC.  

To revise the CAT or MT output, the translator needs to verify information in the source text (ST). 

The translator mines the web to obtain appropriate data; the data mining presupposes the use of English 

since the English language prevails on the web: 54% of the top 10 million websites offer their content 

in English. Thus, English has become the lingua franca in CMC. Therefore, the new technologies 

compels translators to acquire at least three languages to become competitive in the industry and arrange 

business and corporate communication in multinational companies. Meanwhile, trilingualism provokes 

cross-linguistic influences due to parasitic connections between L2 and L3 mental representations [5]. 

Because of their use of CMC, translators are sensitive to inter-language interference and the effect of 

the lingua franca, which can cause particular errors even in the translator’s native tongue.  

When revising the target text (TT), the translator has to understand the message in the ST, which 

needs transfer to the target culture. The transference of the message not only directly depends on the 

accuracy, fluency, and readability of the TT but also includes the cultural associations, customs and 

genre models of the target culture. Human translators are responsible for localization of final product 

since CAT and automatic error evaluation systems do not process intercultural differences. The new 

technological environment in CMC professional communication makes it necessary to describe errors 

on CAT platforms. 

1.2. Problems of errors recognition  

CMC and new technologies put translators under pressure since they obtain new responsibilities 

while working on CAT platforms. Meanwhile, professional translators, who work in global corporation 

and receive their colleagues’ professional support, are able to use CAT, apply automatic evaluation 

systems and post-editing tools. Nevertheless, they mostly prefer to translate from the scratch and revise 

their manual translation than to use the tools [6]. The translators avoid technologies since they do not 

learn the current state-of-the art and advantages of TM, on the one hand, and, on the other hand, are 

aware of the inconsistencies in the TT caused by sharing TM [7]. 

Error recognition in MT output is sometimes performed by automatic errors evaluation systems. 

Automatic evaluation of MT output maps the content of the ST segment to the corresponding segment 

in the TT. Systems for the automatic error evaluation are still lack reliability in evaluation semantic 

coherence, anaphora resolution, stylistic and functional integrity at the document level. The set of the 

errors recognizable by the automatic evaluation systems are of importance for the translators and post-

editors since the errors unrecognizable by the systems required manual detection and consideration. 

The translator/post-editor is a key specialist in transferring the communicative value of the ST to the 

target culture.  

To prevent errors evoked by the CAT platform, we need to describe and analyze them based on the 

well-known error classifications. Error analysis allows us to adjust the classification of errors in 

translation to the new technological environment and to new standards in the industry.  

The paper aims are to: 

• Distinguish the errors that automatic evaluation systems are able to recognize from those that 

human translators themselves have to handle 

• Show how the distribution of the errors are affected by the use of translation tools on the CAT 

platform  

• Clarify the impacts of the human factor and the technological environment (CMC and CAT 

tools) on the errors distribution.  

In our research, we study the distribution of the errors in Hebrew-Russian CAT on a cloud platform. 

After describing approaches to the errors detection and classification in the translation industry and 

academia, we show the distribution of errors in a Hebrew-Russian translation project on the CAT 

platform. Since our research is based on the material of translation into Russian, we take into account 

errors classification for Russian as the TL. We compare distributions of the error in CAT and neural 

MT (NMT) output to distinguish peculiar errors in CAT, and to clarify factors that can cause a translator 

to err. In the discussion, we clarify the impact of the human factor and technological environment. 



2. Related work: Different approaches to error evaluation 

To revise CAT or MT output, the translator has to annotate errors and offer a correct version. An 

error annotation indicates its position in the classification. In the industry and academia, researchers use 

different grounds to annotate and classify the errors. Errors in translation belong to humans and MT 

systems; thus, classifications of errors in translation reflect the material researchers deal with.  

2.1. Error evaluation in academia 

In academia, the differences in the theoretical approaches to training courses for professional 

translators lead to discrepancy in errors classifications. The classifications reflect three procedures in 

the process of translation and localization: analyzing ST, selecting strategies for transforming ST into 

TT, and revising TT [8]. The ST analysis reveals the ST message and stylistic devices. Failures in this 

procedure bring an inadequate TT and distortion of the source message. ‘Vertical’ approach to 

translation presupposes the ST comprehension before reformulating its message by target language 

(TL) means and choosing a degree of TT localization. The ‘vertical’ approach is associated with top-

down and non-linear translation strategies. The ‘horizontal’ approach assumes that the source language 

(SL) units evoke the TL corresponding structures in the translator’s memory, and the process of message 

transcoding results in ST comprehension. The ‘horizontal’ approach corresponds to bottom-up and 

linear strategies of translation. Meanwhile, the ‘horizontal’ translation strategy corresponds to the basic 

MT algorithm, which is not able to process the ST on the document level before processing it from the 

first segment to the last one. Thus, human translators have advantage to use both approaches in 

translation. 

The selection of the ST transformation strategies depends on the degree of the necessary localization 

of the ST. The selection of an irrelevant strategy damages the TT perception in the target culture, which 

leads to misunderstanding the source message [9]. The damage is revealed in the fluency, accuracy and 

adequacy of the TT. Subclasses of fluency errors are indicated according to cross-linguistic contrast of 

the source and target languages. The errors in ST analysis and erroneous translation strategy affect the 

TT accuracy and adequacy. 

Error classifications are of importance in the translation quality assessment (TQA). The TQA 

presupposes the distinguishing of errors in accuracy, style, grammar, and formatting [10]. The classes 

are included in the typology of translation errors, but their subclasses vary for different language pairs. 

While evaluating mistakes in human translations compared to MT output, researchers distinguish errors 

that lead to unacceptable output and errors in adequacy [11]. Adequacy errors are identified through 

juxtaposing the ST and TT. Adequacy errors show the discrepancy between the source message and its 

transfer to the target culture, while acceptability errors show the irrelevance of the TT discourse features 

in the target culture. In [8], the adequacy errors show inconsistency in text-external, while the errors of 

style and content diminish adequacy in text-internal. Thus, the errors in the text-internal adequacy 

overlap the accuracy errors. The text-external adequacy errors correspond to the acceptability errors. 

The classification in [12] was worked out for human translators. The authors offer four different 

categories of errors: (1) errors in content and semantics, (2) discourse errors, (3) errors in evaluation 

(strategy of translation), and (4) errors in usage. The first category corresponds to the accuracy errors 

including text-external fact errors and the text-internal adequacy errors. The category of the text-internal 

adequacy errors includes the distortion of genre features. The errors in evaluation concern the TT 

acceptability in the target culture. The errors in usage cover grammar and incorrect lexical choice, which 

belong to fluency and accuracy errors, respectively. However, all four categories include errors in 

accuracy manifested in semantic distortion. The accuracy errors include the omission and addition of 

information, semantic shifts due to errors in terminology, incorrect choices in naming entities, etc. The 

logical and fact errors of text-external are considered as errors in content transferring. Grammatical 

errors affect the style (e.g., a syntactic construction from colloquial speech is inappropriate in the 

official style). Nevertheless, this classification distinguishes discourse (or functional) errors, which 

require TT revision on the document level. 

Detailed classifications of errors observed in translations into Russian were generated for corpuses 

of the Russian language for MT and human translation: Russian learner translator corpus [13] and 



Corpus for Russian data-to-text generation [14]. The classifications contain categories of linguistic, 

discourse and semantic (incorrect logical connections and presuppositions) errors. Thus, the 

classifications distinguish errors in fluency, accuracy and adequacy of the TT. The category of linguistic 

errors includes classes of errors in grammar, lexical choice, style, orthography and punctuation. 

Deletions and insertions (omissions and additions) belong to the discourse category [14]. The classes 

and subclasses show the results of top-down TT revising.  

The chart in the Figure 1 represents a combination of the academic views on the classification of 

the errors in translation disregarding discrepancies in the researchers’ positions. 

 

  
Figure 1: Error categories and classes in the academic classifications of errors in translation 

 

Error recognition needs to combine top-down and bottom-up strategies for TT monitoring; error 

evaluation must involve the discourse perspective to recognize semantic and logical connections among 

segments on the document level and the value of each segment in the TT [15]. Linguistic errors and 

errors in semantics might be recognized through comparing each segment of the TT to its origin. 

However, semantic shifts, omissions and additions of information become obvious through applying 

the top-down and non-linear revision strategies. Semantic shifts, omissions and additions as well as 

style shifting might represent discourse (or functional) errors since the TT does not fit the discourse 

features in the target culture due to these errors.  

Thus, in academia, the researchers detect the categories of errors in the text-internal and text-

external. The text-internal errors diminish TT fluency and accuracy; the fluency errors vary according 

to the linguistic typology of the TL. The text-external errors distort TT acceptability and functioning in 

the target culture.  

2.2. Error evaluation in the Industry 

In the industry, researchers consider the possibility of producing an automatic error evaluation, 

which could be applied to the MT workflow as a step to select a version of a sentence translation within 

a set of translation hypotheses. The error classification has to be clear and precise to avoid ambiguities.  

In the Multidimensional Quality Metrics guidelines, the error classification includes category for 

accuracy and fluency errors [16]. The category of the accuracy errors includes mistranslations, 

terminological errors, omissions, additions and untranslated segments [17]. The distinction between 

mistranslations and errors in terminology reflects importance of the terminology in the industry since 

the translation industry deals with spheres of communication where MT output is acceptable and 

widespread. In the MT post-editing guide [18], the authors recommend to examine inconsistencies in 

terminology and to offer its disambiguation. Untranslated segments occur in MT output since an 

algorithm skips the last positions in long dependency chains [19]. The classification of the fluency 

errors from the guidelines needs to be adjusted to the linguistic categories of the TL. Due to the 

adjustment, the morphologically rich languages receive additional subclasses in grammatical classes 



for different inflection errors (for Slavic languages: gender, person, number, case) [16]. The adjustment 

allows for the identification of the grammatical errors that are commonly shared by Slavic languages. 

However, the additional error subclasses do not cover the contrast between grammatical systems of the 

languages [20]. Nevertheless, the subclasses improve the ability of automatic algorithms to provide 

fluent MT output. Klubička et al. showed how the adjustment of the error classification to the language 

typology affects productivity of the automatic evaluation systems [16].  

In the mapping of these categories of errors to the academic classifications, we consider fluency 

errors as linguistic ones, while accuracy errors are mostly associated with errors in semantics. The 

fluency errors category includes grammatical, stylistic, orthographic and punctuation errors. The 

grammatical errors class is the most typical among the classes of the category; more than 80% errors in 

MT output belong to the grammatical errors [17]. Morphological errors are regular in the MT into 

languages with rich morphology [17]. In human translations, grammatical errors also dominate in the 

category of fluency errors [21]. Automatic errors evaluation systems are unable to take into account 

discourse features. Discourse relations and discourse connectives establish a set of correlations among 

entity names and pronouns; they are helpful in polysemous words disambiguation, etc. [22]. 

Nevertheless, the discourse features lack formalization at the state-of-the art level for automatic 

evaluation systems. Therefore, the classifications in the industry do not include any particular category 

for discourse or functional errors. These classifications do not consider fact errors and logical errors 

since MT systems process a natural language but do not verify a correlation between the text content 

and the global image of the world. The text-external errors do not represent a particular category in 

these classifications. 

Thus, the differences in the academic and industrial approaches to error evaluation and classification 

are revealed in avoiding consideration of the text-external and discourse errors by industrial 

professionals. In the industry, classifications seem to be more transparent and multipurpose because of 

the necessity to match the standards of MT systems and automatic evaluation systems technologies. 

2.3. Automatic recognition and evaluation of translation errors  

Specific tools are developed to recognize and evaluate language deviations in the final product of 

the translation. The metrics allow for the movement from subjective estimations to objective issues; 

however, only humans are able to determine whether an issue is an error.  

Automatic systems are mostly trained to recognize, evaluate and correct fluency errors in English 

that is of importance for the global communication and the translation industry. Bryant et al. show the 

progress in automatic grammatical errors correction systems trained on the new extended English 

corpus [23]. However, the efficacy of automatic recognition and correction in translation into 

morphologically rich target languages is usually lower [24]. The classes for fluency errors are relevant 

for all languages, while the subclasses might be different according to TL typology.  

A promising approach to the automatic detection of fluency and accuracy errors is based on 

identifying linguistic check-points and generating a check-point database from the parallel bilingual 

corpus [20]. This approach, to some extent, corresponds to the academic theory of ‘critical points’ in 

the translator’s decision-making [25]. The ‘critical points’ theory takes into consideration potential 

cross-linguistic interference and the translator’s intervention, as well as contrastive descriptions of the 

SL and the TL. The check-points database includes a list of the linguistic units in the SL and their 

translations. To create the database, the developer needs to define the desired linguistic categories that 

describe the contrast between the SL and the TL in the most accurate way. The linguistic categories 

characterize the differences covering the lexicon, phraseology, morphology and syntax of the TL. The 

set of distinguished features indicates the potential errors in MT output. However, the linguistic check-

point approach is still far from being able to provide relevant results in the automatic detection and 

evaluation of errors in MT output. The contrastive description of linguistic categories provides the 

grounds for the accurate classification of errors. 

 



                        
Figure 2: Error classes in the MT output based on automatic performance of the error evaluation task 

 

The distribution of the error categories and classes in the aspect of their recognition by automatic 

systems is shown in Figure 2. 

Unrecognizable by the automatic systems errors correspond to errors in adequacy and acceptability 

within text-external errors in translation. A human translator on a CAT platform and a post-editor of an 

MT output are responsible for handling the errors. 

3. Methods and data  

The objective of the paper is to describe the impact of the human factor on the errors in CAT on a 

cloud platform and to classify the errors. The classification of errors on the CAT platform is explained 

through comparison with the errors observed in MT output taking into account the possibility to 

evaluate the errors by the automatic evaluation systems.  

The research is conducted on the raw dataset of Hebrew-Russian translation projects on the CAT 

platform (approximately 43,000 word forms). The dataset of Hebrew-Russian translation projects 

represent drafts edited by translators, which require final evaluation and proofreading. The instances in 

the dataset contain references to a segment of their ST and an indication of the applied translation tool 

(for instances see Figure 3). 

 

 
Figure 3: Instances from the raw dataset (‘+ …+’ enframes an incorrect word form / a clause) 
 
The dataset includes a draft of a joint project1 that allows us to examine errors on the document level 

including wrong translation strategy and mistakes in transferring the author’s opinion. The ST in 

Hebrew includes approximately 35,000 words in 3118 segments on the CAT platform. In the Russian 

TT, segments with errors include 1066 word forms. Thus, this translation of a tourist guide from Hebrew 

into Russian was analysed as a case study in the aspect of the TT readability and adequacy. 

 
1 https://www.visit.ashdod.muni.il/wp-content/uploads/travelers-guide/ru/  

https://www.visit.ashdod.muni.il/wp-content/uploads/travelers-guide/ru/


Smartcat has a friendly user interface providing access to various tools and communication with 

teammates (see Figure 4). 

 

 
Figure 4: User interface of the Smartcat cloud platform: Working window of a Hebrew-Russian 
translation project (orange badges show the document formatting) 

 

We apply the error analysis method to the material to obtain the distribution of errors and errors 

types in the CAT platform output where an MT system and TM are in use. A post-editor and an expert 

who are native Russian speakers manually annotated the errors in the draft. The errors were annotated 

according to the classification shown in Figure 2; syntax errors are included in the grammatical errors 

since they combine errors in a word order and morphology.  

 

 
Figure 5: Scheme of the CAT cloud platform workflow: Source document does not belong to the 
platform; the platform does not provide access to the web resources for information verification; CAT 
output (TT) is inaccessible on the platform, TT is available to download.  

 

The workflow on the CAT cloud platform includes (see Figure 5):  

• Manual translation and implementing MT and TM into TT segments (when needed) 

• Comments to ambiguous segments and verified information  

• Transfer of translated segments to the individual TM to save them for further projects  

• Editing TT segments  

• Indicating edited segments for a project manager  

• Downloading the TT to edit and revise the CAT output. 

We analyze the errors in the CAT output, which the translator already edited and revised. 



We compare the set of annotated errors with a distribution of errors in NMT output described in 

[26]. Let us explain our choice of this description. Modern Hebrew is a language with limited resources.  

The Google NMT involves English as a pivot while producing translations from languages with limited 

resources [27]. The Google neural MT (NMT) offers a suitable solution for MT from/into Modern 

Hebrew that is available for all customers. Therefore, presently, Hebrew-Russian and Russian-Hebrew 

translation with the help of the Google NMT involves English because of the limited digital resources 

in Hebrew that are required for training NMT system. The implication of using a morphologically poor 

language as a pivot for translating between two morphologically rich languages is that much of the data 

are lost, and the output tends to be ungrammatical. In translation from Hebrew (Modern and Archaic) 

into English, omissions and additions occur due to the high degree of compression in Hebrew [28]. 

Therefore, the omissions and additions might penetrate into the translation from Hebrew into other 

languages due to the involvement of English as the pivot. Thus, we analyze the errors in English-

Russian NMT outputs as well. The detailed analysis of the distribution of the errors in the English-

Russian NMT output is shown in [26]; we use these results of the analysis as a baseline for our 

comparison.  

We will describe the errors in translation starting from automatically recognizable errors; then, we 

will proceed to analyze the errors that automatic systems are not able to recognize. While describing 

the errors, we provide readers with detailed semantic and discourse analysis. Based on the analysis, we 

will discuss our classification and the influence of CAT platform features and the human factor on the 

error distribution. 

4. Errors distribution on the CAT platform  
4.1. General description of errors in the translation project 

The analysis of the error distribution was carried out on the translation project involving a document 

of the journalistic style since this project allows us to study discourse errors and errors in translation 

strategies on the document level. A team of professional translators performed a high-quality translation 

of the tourist guide; some errors were caused by applying different personal styles. The error distribution 

in the revised CAT output reflects the particular characteristics of the translation and revision on the 

CAT platform. The distribution of the errors in the draft is distinct from the chart (see Figure 6).  

 

 
Figure 6: Distribution of the errors in the Russian edited draft on the CAT platform (percentage of 
the total number of errors).  

 

Unrecognizable by automatic evaluation systems errors cover 18%, accuracy errors cover 24%, 

while fluency errors cover 58% of the errors in the draft. 

The percent of the orthographic and punctuation errors is surprisingly high, as the CAT platform 

gives access to automatic spelling and grammar checking of the translated segments. In the translation 

on the CAT platform, the errors are caused mostly by the inter-language interference due to the effect 

of English. Almost 60% of the spelling errors follow the norms for capitalization in English (see Ковчег 

Завета (Ark of the Covenant) in segment 100 in Figure 3). These norms in the English language are 



vastly different from those in Hebrew and Russian. The errors in punctuation reflect the influence of 

English as well [29]. In the Russian translation of the Hebrew ST, the class of grammatical errors 

includes the borrowing of English syntactic constructions that causes the influence of the rules of 

English punctuation on the TT in Russian. Particular peculiarities of the CAT platform design induce 

errors in the spelling and punctuation. The text formatting indicators in the working window on the 

CAT platform (see Figure 4) are able to cover punctuation marks.  

The grammatical errors mostly appear in long compound sentences or complex sentences with long 

chains of syntactic dependencies (see segment 99 in Figure 3). These errors belong to the word order 

and morphological subclasses. The morphological errors occur in combinations with governing verbs 

(Verb+Noun) or prepositions (Prep+Noun) when the translator erred in Noun inflections. The errors in 

syntax, including an incorrect word order, are often caused by inter-language interference that brings in 

borrowings of syntactic constructions from English and Hebrew. In (1), the syntactic construction in 

the Russian translation is borrowed from the English language:  

, שבזמנו חיפשתי מקורות מימון להקמת ספריה עירונית ואני  (1)  
and I that in time that I looked for sources funding for construction library municipal 
а я, находясь тогда в поиске средств для создания муниципальной библиотеки  
and I has being then in search of funds for constructing municipal library   
Word order errors regularly occur on the CAT platform due to the influence of inter-language 

interference. In addition to inter-language interference, the list of syntax errors includes mischoices of 

prepositions, irrelevant gerund and participle constructions.  

The stylistic errors are caused by the preference of the official style in the TT that is irrelevant to 

the style of Russian tourist guides. The style shifting in a sentence regularly occurs in the TT as in (2) 

where the literary style collocation всяческое добро occurs in the sentence of the official style: 

 תמצאו כאן פירות וירקות ישירות מהחקלאים, לצד שמונצעס מכל הסוגים  (2)
you will find here fruits and vegetables directly from the farmers along with small worthless objects 
of all kinds 
Вы найдете здесь овощи и фрукты всех сортов, привезенные фермерами, а также 
всяческое добро 
You will find here fruits and vegetables of all kinds brought by farmers as well as all kind of goods. 

4.2. Description of the accuracy errors  

The richness of the Russian vocabulary provides the translators from Hebrew with sets of 

semantically similar lexemes, which differ in their semantic valence and connotations (see (2)).  

Omissions and additions are rare in the human translation. The errors occur on the CAT platform 

when the translator does not revise the MT output while incorporating it into the TT. Nevertheless, an 

omission appeared in manual translation when the translator simplified the meaning of the sentence.  

 החוקרים העלו שתי סברות באשר לזהות יושבי המצודה ששרידיה נמצאו בגבעה. (3)
The researches raised two opinions of the identity inhabitants the fortress whose remains were 

found on hill. 
Исследователи приводят два возможных варианта жителей крепости, руины которой 
находятся на холме. 
Researchers bring in two possible options of inhabitants of fortress remain which are located on hill. 
In (3), the translator transformed two theories about the origin of the fortress inhabitants into two 

options or types of the fortress inhabitants. 

In manual translation on the CAT platform, the translator was confused by the terminology:  

  שנות הארבעים של המאה העשרים היה מישור החוף מכוסה בחולות נודדים  (4)
Years forties century twenty was plain the coast covered in migrating sands 
До сороковых годов прошлого столетия прибрежная равнина была покрыта зыбучими 
песками 
Till forties years of previous century coastal plain was covered by quicksand. 
A Russian reader would obtain a wrong information due to the terminology substitution in (4) since 

the sentence in the ST refers to another peculiarity of the Israeli coastal plain.  



Nevertheless, accuracy errors are 24%, while fluency errors are 58% of the errors in the draft.  

4.3. Description of the automatically unrecognizable errors 

A case of inconsistency is disclosed when a marine in an Israeli port is referred to by the word from 

international vocabulary along with the Russian word in the different chapters of the TT:  

  המרינה הכחולה  (5)
Blue marine  
Голубая марина / Синяя марина / Голубая пристань для яхт  

      Blue marine / Dark-blue marine / Blue dock for yacht  
The inconsistent reference to the marine represents the error in the translation strategy.  

The discourse errors distort the discourse features of the tourist guide. In a description of an Israeli 

chess club, the translator unintentionally quoted an adventurer from the famous Russian satirical novels: 

 מעצמת שחמט לאומית ובינלאומית, עם הישגים מרשימים בקטגוריות המבוגרים והנוע כאחד   (6)
Superpower chess national and international with achievements impressive in categories adult and 
youth as one.  
Шахматная держава, национальная и международная, прославившаяся достижениями как 
в юношеской, так и во взрослой категориях. 
Chess empire national and international famous by achievements both in youth and in adult 
categories.  
The unintentional quote added an ironic estimation to the city described as ‘Chess Empire’ that 

contradicts the pragmatic purpose of the tourist guide translation. Besides that, the semantic discrepancy 

alongside style shifting distorted the discourse peculiarities of the TT.  

The errors reveal the lack of the top-down and non-linear strategies and neglecting cultural 

associations while revising the project. 

5. Discussion 
5.1. How errors on the CAT platform contrast with errors in MT and manual 
translation  

The error distribution for human translations on CAT platforms differs from the error distribution 

observed in NMT output2. According to [30], users of MT output expect to find the following errors:  

• Accuracy errors (64% of respondents)  

• Fluency errors (57%)  

• Stylistic errors (40%) 

The accuracy errors are evaluated as the most typical feature of MT output. 

The occurrence of translation errors depends on the typology of the TT and the contrastive 

characteristics of the SL and the TL. Error analysis based on MT output and manual translation 

from/into Hebrew has attracted the interest of few researchers ([31 – 33], [28]). To the best of our 

knowledge, the results of errors analysis in Hebrew-Russian MT and CAT have not been discussed yet. 

Since our material represents the translation into the morphologically rich language, we take into 

consideration the difference in the error distributions in NMT output and human translation into 

languages with rich morphology. Error analysis in translation from English into morphologically rich 

languages are included in our discussion since English is the pivot language in the Google NMT system. 

Our results correspond to the descriptions of translators’ errors in morphologically rich languages 

(Dutch, German, Arabic, Hebrew, and Slavic languages).  

The distribution of the fluency and accuracy errors in the English-Russian NMT output (according 

to [14, 26]) and Hebrew-Russian CAT on the cloud platform is shown on the chart in Figure 7. The 

chart shows the data (percentage) for punctuation, grammatical, mistranslation, omission, addition error 

classes.   

 
2 We avoid discussing the difference between statistical and neural MT, as it is irrelevant to our research. 



In the MT output for different language pairs, fluency errors slightly dominate over accuracy errors: 

51.7% vs 48.3% [17]. In the human translation, accuracy errors cover one-third, while fluency errors 

include two-third of the linguistic errors [21]. In general, the human translation appears to be more 

accurate than the MT output.  

 

 
Figure 7: Distribution of the accuracy errors in the Russian draft on the CAT platform (light) and the 
NMT output (dark) for Russian as the TL (percentage of the total number of errors). 

 

While discussing the contrast between errors distributions in NMT outputs for morphologically rich 

languages and those in the CAT on the cloud platform, we take into consideration the automatically 

unrecognizable errors as well.  

5.1.1. Description of the fluency errors contrast 

Orthographic and punctuation errors. Orthographic and punctuation errors do not frequently occur in 

NMT outputs. In English-Russian NMT output, 4% of the errors were annotated as errors in punctuation 

[14]. In the English-Dutch manual translation of newspaper articles, punctuation errors covered 8% of 

the errors; in the English-Dutch post-edited NMT output of the same material, punctuation errors 

represented 5% of the errors, while typos covered 7% of the evaluated errors [11].  Capitalization errors 

are considered relatively harmless since they do not affect the TT content [11]. Thus, orthographic and 

punctuation errors cover less than 10% of the translators’ and post-editors’ errors; NMT output appears 

to be better than human translation. Punctuation errors in the Hebrew-Russian translation frequently 

occurred on the CAT platform probably due to indicators of text formatting in the working window that 

distract the translators’ attention. Inter-language interference also causes these errors. 

Grammatical errors. Grammatical errors are the most typical class of fluency errors in NMT output 

into Russian. According to human evaluations, English-Russian NMT output received marks “Near 

native or Native” for 75% segments [26]. The most frequent errors were morphological (38%), while 

wrong word order occurred in 9% of the segments [26]. Differences in the morphology of the SL and 

the TL affect the probability of morphological and syntactic errors. Nevertheless, morphological errors 

are frequent in MT output even for typologically similar kindred languages as Hebrew and Arabic [16, 

32]. The morphological information learned by NMT systems depends on the morphology and syntax 

of the TL [33]. The syntactic dependencies in a clause are often distorted in translation into a 

morphologically rich language due to insufficiency of morphological markers in the SL [33]. In a 

morphologically rich language, NMT systems sometimes generate incorrect syntactic dependencies and 

apply surplus markers of word connections in the TT. The errors in syntactic agreement and governing 

are able to penetrate post-edited MT output, such as in the English-Dutch translation of newspaper 

articles [15]. Meanwhile, errors in syntactic agreement could be foreseen due to the linguistic check-



points as described in [20]. For Hebrew-Russian NMT, the combinations with governing verbs 

(Verb+Noun) or prepositions (Prep+Noun) are to be included in the set because they are extremely 

sensitive to inter-language interference that can cause errors.  

In human translations, grammatical errors uncover inter-language interference and particular 

translators’ difficulties in selecting inflections [19]. Loan translation and irrelevant borrowings from 

English regularly occur in CMC [34]. Meanwhile, Hebrew-Russian and English-Russian inter-language 

interference is obvious in morphology and syntax (see (1)). Compared to the grammatical errors in 

NMT output, human translation errors on CAT platforms reveal fewer morphological and word order 

errors (see Fig. 5). Human translators are able to avoid errors in syntactic agreement, verbal tense and 

aspect but err in using prepositions and other indicators of syntactic governing [19].  

Stylistic errors. The stylistic errors class includes style shifting and the use of an incorrect register. 

Automatic evaluation systems sometimes recognize these errors in MT output as mistranslation when 

the TL lexeme does not correspond to the style and register of the original word in the SL [35]. However, 

their damage to the product depends on the genre and discourse features of the ST. Appropriate register 

and style are of importance in healthcare texts [36]. Style shifting is unallowable in politics and business 

communication. Since official and legal documents are very sensitive to style shifting and to 

tone/register errors while being translated, the United Nations Parallel Corpus contains manually 

translated documents [37]. To the best of our knowledge, statistics regarding the errors in the MT of 

official documents have not been published. In the Hebrew-Russian translation on the CAT platform, 

the stylistic errors cover 13% of errors. The class of stylistic errors includes shifts to the official style 

and colloquial speech. Recipients’ sensitivity to style shifting varies in different cultures. Therefore, the 

automatic evaluation and detection of these errors tends to be more complicated.  

5.1.2. Description of the accuracy errors contrast 

The inaccuracy seems to be a typical feature of MT output [30]. Three different semantic procedures 

for ST content processing lead to accuracy errors in TT: semantic shifting (mistranslation and 

terminology errors), omission and addition.  

Mistranslations. Mistranslations cover approximately 30% of the errors in English-Russian NMT 

output [26, 38]. Low frequency words and expressions processing by MT systems often results in lexical 

mischoice [11]. When the algorithm fails to process a combination of words, it may select an occasional 

lexeme of the TL [19]. This mistranslation subclass is unlikely to occur in human translations. In 

technical, legal, healthcare and academic translations, the selection of an incorrect lexeme brings in 

reputational and material damage [39]. On the CAT platform, mistranslations appear under the 

influence of inter-language interference or due to lack of the competence in the Russian culture (see 

(6)). Nevertheless, mistranslations in CAT or manual translation are rare in comparison with those in 

MT output. Mistranslations, including terminology errors, cover 30% of the translation errors in the 

English-Russian NMT output [26], while these errors cover 22% on the CAT platform. The terminology 

errors were as frequent on the CAT platform, as they are in MT output (see [25, 26, 35]). Thus, the 

Hebrew-Russian CAT is slightly more accurate than the NMT output. 

Omissions. An omission causes a semantic gap in a TT segment compared to its origin. Omissions 

cover 12% of the errors in English-Russian NMT output. Erroneous omissions are frequent in 

translations from/into Hebrew both in MT output and in manual translation [28, 31, 32]. In the study of 

an English-Hebrew manual translation of a healthcare document, the list of inconsistencies due to 

omissions covers 39% of the errors [31]. In the draft on the CAT platform, the omission appears once.  

Additions. In both MT output and manual translations, additions (insertions) appear to be infrequent. 

Additions cover 11% of the errors in English-Russian NMT output. In an English-Russian NMT of 

fiction, additions did not appear at all [38]. Meanwhile, with the intent of localizing the content to the 

target culture, translators manually added new words in the TT. Recipients prefer translations with 

optional additions and explanations in intercultural communication [40]. Additions are immensely 

helpful in focusing recipients’ imagination; however, erroneous additions fail to provide a focus. Not 

including the necessary (or obligatory) additions, we consider optional additions potentially erroneous.  

Since the accuracy and fluency errors are recognizable by automatic systems, development of an 

automatic evaluation system, which is available at CAT platforms, might enhance the CAT quality.  



5.1.3. Description of automatically unrecognizable errors  

Unrecognizable errors belong to the category of text-external adequacy errors according to [8]. Text-

internal adequacy errors cover omissions and distortions in the text content, style and genre. The 

omissions are included in the accuracy errors category; the distortions are sometimes revealed in 

mistranslations, which automatic evaluation systems are able to recognize. Based on the classifications 

in [8, 12] and our analysis of the errors on the CAT platform, we distinguish four classes of the adequacy 

errors. We refer to these errors as functional errors category (see Figure 8). The category corresponds 

to the text-external adequacy errors and text-internal errors (as erroneous anaphora resolution in distant 

segments of the ST). The classes of the category cover the discourse, genre, cultural and semiotic 

aspects of the text.  

  

  
Figure 8: Classes of unrecognizable by automatic evaluation systems errors 

 

The category contains these classes of errors since they obstruct the functioning of the TT in the 

target culture [12]. These crucial errors diminish the value of the TT  and misrepresent the author’s point 

of view and the ST message.  

Errors in transferring the author’s opinion. On the CAT platform, errors in the translation strategy 

sometimes occur due to the different approaches applied by the teammates of the joint project. The 

errors cause a misrepresentation of the conceptual content and its background expressed in the ST. 

Since the errors become obvious on the document level, the automatic evaluation systems fail to 

recognize them in the MT output. To evaluate these errors, the systems need to consider the ST content 

within a relevant professional field. With regard to translators, they do not consider TT as “their text” 

[41]; therefore, professional translators intend to transfer the author’s viewpoint into the TT. 

Simplifications of the viewpoint are often caused by an asymmetry between the source and target 

languages and cultures. The simplification of the narrative appears due to the selection of lexemes in 

the TL that lack the important semantic features [42]. In the CAT of the tourist guide, the author’s 

emotional viewpoint was sometimes substituted by an official evaluation due to selecting an official 

style.  

Errors in the translation strategy. Errors in the translation strategy are associated with incorrect 

processing the ST message that is reflected in the TT and its targeting. Strategy errors include 

integrating the gloss into the final product. The gloss integrating is a side effect of the ‘horizontal’ 

translation by an MT system or human translator. Errors in the analysis of the ST domain by the human 

translator may also lead to choosing an incorrect strategy. An instance of an error in the human strategy 

of translation is presented in applying various models of transferring names and brands in the different 

parts of the document (see (5)).  

Pragmatic and discourse errors. Pragmatic and discourse errors are mostly unrecognizable by 

automatic evaluation systems due to their connection to the social norms, genres and culture [22]. The 

class of discourse errors partly overlaps with the class of stylistic errors. A discourse error presupposes 

a mismatch of the language style and the objective of the communication in the social context, while a 



stylistic error appears in mismatches of the language unit and the context. Mistranslations are also 

included in the discourse errors class when the incorrect lexical choice causes a violation of cultural 

norms or distortion of quotations and cultural associations (see (6)). Errors in anaphora resolution in 

distant segments are considered discourse errors since establishing incorrect connections for pronouns 

distorts the semantic coherence of the text integrity. Pragmatic errors are revealed in the mismatch of 

the pragmatic peculiarities of speech acts. In CAT, discourse errors are manifested in stylistic 

inconsistency on the document level or an incorrect communicative register that does not match the 

objective and the value of the communicative act represented in the TT. The errors might be 

recognizable in MT output through a non-linear comparison with the ST. The industry has not 

implemented new systems and models of the non-linear comparison since the projects are still far from 

the state-of-the art level. 

Text-external errors in information processing (bringing logical and fact errors in the TT) occur due 

to limited capacities of MT systems and a translator’s failure to process ST content against the backdrop 

of the general image of the world. Instances of the errors are discussed in [18, 31, 39] in different 

aspects. Authors of the MT post-editing guide [18] emphasize a connection of these errors to 

terminology in MT output. In medical discourse, the fact errors and wrong logical connections are 

associated with additions and simplification through a lexical mischoice [31]. Byrne explains legal 

consequences of the fact errors for the translator and translators’ responsibility for information 

verification [39]. The error are invisible for automatic evaluation systems. This class includes errors in 

the procedures of information verification in the CAT cloud platform workflow (see Figure 5); 

translators are responsible to handle information and data analysis. 

5.2. Impact of the human factor on errors in the CAT  

Human translators contribute to the CAT on cloud platforms providing the ST message transferring 

with a holistic view and understanding of the target culture. They are able to switch translation strategies 

when needed and evaluate discrepancies between source and target cultures. The translators are 

responsible to revise the CAT output and handle the automatically unrecognizable errors applying non-

linear strategy for TT revising.  

Nevertheless, the errors in the edited CAT output might be caused by the human factor. The errors 

are associated with ST segmentation, the platform design and its perception by users. Segmentation of 

the ST on the CAT platform is able to provoke errors since the segmentation prompts the translator to 

perceive a segment as a separate utterance. Due to the segmentation, the translator may use various 

translation strategies while selecting a lexeme in the TL to refer to the same object in different segments 

due to manual bottom-up translation (see (5)). The opportunity to avoid this error presupposes 

implementing TM; however, the translator do not trust the shared TM or overestimate its reliability [6]. 

Experienced translators adopt a non-linear strategy, focusing on the global structure and content of the 

ST [15], but they are hardly able to apply this strategy while working under pressure.  

Translators often prefer to translate directly from the scratch applying bottom-up approach. The 

errors in orthography and punctuation occurs in manual translation on the CAT platform due to the 

effect of the design on translator’s perception of the linguistic material. These errors penetrate into the 

draft when the translator and editor neglect the required tools or overestimate them. 

When communicating with colleagues and verifying information in the ST, the translator uses the 

lingua franca. Three active languages in communication increase probability of the inter-language 

interference [5] thereby the grammatical errors, mistranslations and incorrect terminology caused by 

the interference penetrate into the draft.  

Since the CAT output combines MT and manual translation, access to automatic error evaluation 

systems from СAT platforms might improve the fluency and accuracy of the CAT output. The linguistic 

check-points approach to enhance productivity of the automatic evaluation systems might be helpful 

for recognition of the errors including those that are caused by the inter-language interference. Some of 

the check-points are common for almost all language pairs (e.g., idioms and collocations, ambiguous 

words, modal verbs, etc.). For translation from Hebrew into Russian, as far as we consider, the list of 

critical linguistic categories includes word order, peculiar syntactic constructions (such as noun phrases 

and participle constructions), verbal aspect and grammatical voice.  



To evaluate adequacy of the TT, the translator needs to apply the top-down and non-linear strategies 

to the CAT output revision. The top-down strategy of the TT monitoring reveals inconsistencies in 

transmitting the author’s opinion. The non-linear strategy allows evaluating the coherence and the 

adequacy of the distant segments of the TT. 

The influence of the human factor is obvious in the CMC. In CMC, the acceptability and usability 

of a TT do not directly depend on the number and gravity of errors [34]. An MT output or a poor quality 

TT could be accepted. The norms of the communicative sphere and the objective of the message affect 

TT acceptability and usability.  

The human factor may diminish the TT quality due to the following peculiarities of the CAT cloud 

platform workflow and design:  

• distractors in the working window design;  

• necessity of translanguaging (inter-language interference between English and the TL 

along with the influence of the SL on the TL);  

• multitasking (switching from the text generating to the text evaluating while combining 

manual translation with post-editing of MT or TM insertions); 

• accessibility of the computer tools that leads to overestimation of their reliability 

Thus, the technologies in the translation industry enhance the speed of translation delivery, but they 

are still required further development to improve the quality of translation. The workflow of the CAT 

cloud platforms forces translators to improve their professional competencies including linguistic, 

communication and technological skills.  

6. Conclusion 

Technologies facilitate translating while transforming the translation process into CMC with 

English as the lingua franca. CAT platforms and MT systems allow for translating and detecting errors 

as well as for the quick delivery of the final product; translators can concentrate their efforts on 

transferring the content of the ST and its message from the source to the target culture. Nevertheless, 

the new technological environment provokes new challenges and reveals the importance of a holistic 

view of text peculiarities for translation. Different types of the translation errors are recognizable due 

to combining bottom-up and top-down revising strategies. To detect functional errors, a translator needs 

to switch strategies while revising MT or CAT outputs, giving priority to the top-down strategy. The 

translator and post-editors are responsible for correcting the functional errors since the industry is 

unable to provide a state-of-the-art technology for the recognition and evaluation of functional errors 

for morphologically rich languages. In the industry, error classifications do not include functional errors 

because the developers of MT systems and CAT platforms have not been able to develop a reliable tool 

to prevent these errors. Nevertheless, the industry has developed automatic systems to detect the basic 

classes of errors and evaluate them for various language pairs. Meanwhile, the functional errors belong 

to the translators’ area of responsibility. 

The details of CAT platform design lead to fluency errors, while the use of new computer aids 

increases the likelihood of inter-language interference. The errors in CAT reflect the insufficiency of 

the bottom-up strategy in revising the TT. The top-down strategy for ST and TT processing belongs to 

the human’s area of expertise. The translator still represents the key figure in the industry. 
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