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Abstract  
The review presents the current state of the problem of gene expression data processing and 
extraction for purpose of both the following gene regulatory network reconstruction or the 
diagnostic systems of complex disease creation. We have described the stepwise procedure of 
gene expression data processing from initial gene expression values matrix formation to 
extraction of the most informative gene expression profiles in terms of their separate ability 
to identify the investigated object. The experimental foundations for our review are arrays of 
gene expression obtained as a result of both DNA microarray experiments or RNA molecules 
sequencing methods.  The presented analysis considers not only the current state of research 
in this subject area but and the authors' experience in this direction with the allocation of 
unsolved parts of the general problem.  
 
Keywords  1 
RNA molecules sequencing, gene expression data, DNA microchip experiment, gene 
expression profiling processing and extraction, exploratory analysis, clustering, classification, 
diagnostics, bioinformatics.  

1. Introduction 

This research is focused on gene expression profiling processing and extraction of genes which 
can allow distinguishing the investigated objects (healthy or ill, type of disease, etc.) with the higher 
level of resolvability considering the type of decease for the creation or improve the techniques of 
both the reverse engineering task solving and effective patients' state diagnostic systems create. This 
problem is nowadays one of the current areas of bioinformatics [1-4].  

The experimental foundation of the research are arrays of gene expressions obtained as a result of 
both DNA microarray experiments [5,6] or RNA molecules sequencing methods [7,8]. Expression of 
gene values, in this case, indicates a degree of gene activity. This value is rateable to the gene quantity 
that satisfies the corresponding type of protein in the biological object.  

Gene expression profiling is a vector of expression values certain for unlike biological probes or 
under the various conditions of the test carried out. Reverse engineering task and further modelling 
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the reconstructed of the qualitative gene networks form the foundations for exploration and survey of 
both the nature of network's elements interconnections and their influences on the dynamical 
possibilities of biology objects. 

The complicacy of reverse engineering problem solving is defined by the following: the applied 
experimental data does not allow defining exactly the network topology on the one hand, and the 
design of network nodes interconnection on the other one. Moreover, a huge amount of nodes (genes, 
metabolites, etc) intricate the explanation of the network nodes interconnections. In this case, we need 
to research: experimental data processing to establish the best ways of gene expression array forming; 
profiles of gene expression values extraction to allocate the most informative genes considering the 
level of their separate ability using quantitative criteria.  

A qualitatively reconstructed gene regulatory network (GRN) allows exploring the model of the 
biological system functioning at the genetic level. These facts form the provisos for both making new 
active medicines and the grown of the techniques of both early diagnostics and effective treatment of 
intricate diseases. Presented hereinbefore indicate the urgency of the study in this direction. 

2. Formal problem statement 

Fig. 1 shows a stepwise process of gene expression profiling handling for solving the reverse gene 
engineering task. 

 

 
Figure 1: A stepwise process of gene expression profiling handling for solving the reverse gene 
engineering task 
 

 As we can see from Fig. 1, the execution of this manipulation guesses four stages. At the first 
stage, it is necessary to select experimental data considering the type of experiment performing. At 
the first stage, it is necessary to select experimental data considering the type of experiment 
performing. Two techniques are used mainly nowadays to generate the gene expression profiling data: 
DNA microarray tests and RNA-molecules sequencing process. In the first type of experiments, the 
data are introduced as the CEL files. Each of them contains the result of the experimental research for 
one of the executed probes. Thus, the amount of files is equal to the amount of executed tests. Four 
steps are performed to transform the received test data into a matrix of gene expression profiling: 
background correction, normalize, PM correction, and summarize. Each of these steps can be 
executed using diverse tools that are available in the Bioconductor package. As a result, we receive 
the matrix of gene expression profiling where rows and columns are genes and examined objects 
respectively.  

In the case of another type of experiment apply, we have as a result the list of arrays where each of 
them contains appropriate data from data annotation to counts of appropriate genes for examined 
objects. Thus, we can allocate the matrix of genes count for executed objects and further, transform 
them into expression values directly. We would like to remark that the RNA molecules sequencing 



test is much more accurate than the DNA microarray technique. However, it is more expensive 
therefore nowadays two techniques are applied to create the experimental data. 

The second stage involves forming the matrix of gene expression profiling and removing zero-
expressed and lowly-expressed genes. Initially, the dataset contains about 50000 genes, half of them 
are zero-expressed for all objects, and for this reason, these objects can be deleted without lost useful 
information. Then, we should extract lowly-expressed genes that do not allow us to differentiate the 
objects with a dissimilar state. The amount of genes is decreased at this step to approximately 10000 
ones.  

The next stage assumes using both the data mining and machine learning techniques for high 
informative genes extraction considering both the type and health state of the patients’ disease. These 
genes are used at the fourth stage to create the diagnostic system or to reconstruct the gene regulatory 
network.  

Further, we will describe the techniques of each of the stages performing with the allocation of the 
existed difficulties and unsolved parts of the general problem. 

3. Particularities of the experimental data formation 

From the presented hereinbefore we can conclude that two techniques are used in most cases to 
generate the gene expression profiling data nowadays: DNA microarray tests and RNA molecules 
sequencing experiments [9-17]. The obtained experimental data are freely available at various web 
resources such as Array Express [18] etc. 

 Figure 2 shows the step-by-step procedure of the DNA microchip experiment performing in the 
case of cancer cell use [19]. As it can be seen, two types of cells are used for microchip creation: 
healthy cells in green color and cancer cells in red color. After the hybridization procedure, the 
surface of different color spots has been obtained, where the appropriate color existence and light 
intensity determine the existence and quantity of the corresponding gene. Scanning the microchip 
allows us to convert the color matrix into a numeric matrix where each of the values is proportional to 
the amount of the corresponding type of gene.  
 

 
Figure 2: A stepwise procedure of DNA microchip experiment performing [19] 

 
In [9-11] the authors have shown that converting the obtained numeric matrix into a gene 

expression array involves four steps: background correction, normalization, PM correction, and 
summarization. Each of the stages assumes using various methods. Selection of the optimal 



combination of these methods using quantitative quality criteria is nowadays one of the unsolved 
tasks. The use of various combinations of methods leads to significantly different results. This fact 
certainly has an impact on the experimental error.  

In [20], the authors have considered the way DNA microarray data handling using the Shannon 
entropy measure assessment based on the James-Stein shrinkage estimator [21]. 

Figure 3 shows the stepwise procedure of RNA molecules sequencing method implementation 
[22]. 

 

 
Figure 3: A stepwise procedure of RNA molecules sequencing method performing [26] 
 

Applying this technique allows us to obtain the count matrix directly. This matrix contains the 
amount of genes that correspond to the appropriate object and determines the gene expression value 
(level of gene activity). Then, we need to delete both the zero-expressed and low-expressed genes 
with the normalizing values of gene expression. The effectiveness of this step realization depends on 
both the boundary threshold index value that divides the genes into low-expressed and high-expressed 
ones and the selection of an appropriate normalizing method.  

In [23],  the solution of the problem regarding the formation of the gene expressions matrix using 
the results of the RNA molecules sequence test executed with the application of both Bioconductor 
package tools and data mining techniques has been dished.   

However, we should note that the final effective decision of this problem can be achieved using 
current data mining and machine learning techniques successfully applied in various fields of 
intelligent data analysis nowadays [24-27]. 

4. Gene expression data statistical analysis and high-informative genes 
extraction 

An analysis of various types of gene expression data allows concluding that in most of the cases 
initial dataset contains about 55000 genes but half of them have zero expression values for all of the 
investigated objects. After removing them, we have about 20000 genes. Removing low-expressed for 
all objects genes reduces their quantity to about 10000 ones. Thus, after the implementation of stage 2 
(Fig. 1) the dataset contains about 10000 genes. This quantity is very large for gene regulatory 
network qualitative reconstruction or the creation of a qualitative disease diagnostic system.  

The Cytoscape software tools [28] contain various techniques to allocate the co-expressed genes 
considering the patients' health state (investigated objects). In most cases, these techniques are based 
on cluster analysis algorithms. However, we should note that the selection of the following modelling 
genes is not an easy task, and its solution depends on both type of data and the goals of the 
determined problem. 

The questions regarding the application of various biclustering techniques for allocation mutual 
correlated rows and columns have been presented in [29]. The authors compare different biclustering 



algorithms using both the synthetic data and gene expression profiles with an evaluation of the 
appropriate algorithm effectiveness in terms of quantitative biclustering quality criteria. The principal 
disadvantage of this technique is a large quantity of a few biclusters. Moreover, in most cases, the 
obtained biclusters do not contain all samples. This fact limited the successful implementation of this 
technique.   

In [30], the questions regarding the creation of the hybrid model of gene expression profiling 
extraction using a statistical analysis technique, Shannon entropy, and fuzzy logic methods have been 
considered. The authors conducted a step-by-step manipulation of gene expression profiling removing 
with a calculation of clustering quality criteria which regarded both the density of the profiling 
concentration within clusters and density of the cluster centres distribution in the features space. The 
correlation distance was used as the proximity metric. They used as the quality measures the average 
of the profiling values for all samples and their variance were used as the statistical criteria. The 
Shannon entropy was taken as the third quality measure. The authors supposed that if the average and 
variance values are lesser and Shannon entropy are larger than the corresponding threshold then, this 
gene is deleted from the dataset as non-informative since it does not let us recognize the examined 
biological samples: 

  boundvarvar ≤  ; boundaveraver ≤ ; boundentrShentrSh __ ≥    (1) 

The threshold values of the respective criteria were determined using both clustering quality 
indexes and fuzzy logic model. The offered solution has allowed authors to allocate the most 
qualitative genes taking into account the resolvability of the studied patterns. These genes can be 
applied following for both the GRN reconstruction (reverse engineering task) and disease diagnostic 
system creation. 

In [31], the authors have proposed a gene expression profiling selection technique using both data 
mining and machine learning techniques. A structural block-chart of the offered by the authors’ 
general step-by-step process is introduced in Fig. 4.  

 

 
Figure 4: A step-by-step process of gene expression profiling selection [31] 
 

The SOTA (Self Organized Tree Algorithm) was used as a clustering algorithm (data mining 
technique) [32,33]. The hierarchical clustering of the examined gene expression profiling at 
hierarchical levels from the first to tenth with an assessment of the clustering quality measure has 
been performed during the simulation procedure.  

The optimal clusters matched to the minimum value of the quality measure was extracted at this 
step. Then, four classifiers (machine learning technique) were applied with the evaluation of the 
profiles classification quality using the ROC analysis technique. The conclusive solution regarding 
the selection of the clusters of gene expression profiling was taken applying a fuzzy inference system 
with the Mamdani inference algorithm, triangular and trapezoidal membership functions for input 
variables and only triangular membership functions for output measure. In the authors' opinion, the 
execution of the offered method can allow them to increase the efficiency of the procedure of co-



correlated gene expression profiling extraction. These profiles can be applied further for both GRN 
reconstruction (reverse engineering) and disease diagnostic systems creation. 

5. Techniques of gene regulatory network reconstruction and modeling 

In the common instance, a GRN is represented as a graph, where the nodes are control elements 
(genes, proteins, or metabolites), and the arcs measure the control interactions between the respective 
nodes (activation or deactivation procedures).  Arcs can be directed, which indicates the nature of the 
interaction, and they can be weighted that indicates the strength of the appropriate interaction. Figure 
5 shows the block-chart of existing patterns of GRN reconstruction and modelling in terms of the 
technique of their creation [34-37]. 

 

  
Figure 5: A block-chart of current patterns of GRN reconstruction and modelling 

 
The analysis of Fig. 5 allows concluding that existing gene regulatory network models can be 

parted into logical models, which guess using the Boolean networks, probabilistic Boolean networks, 
and Bayesian networks, continuous models that guess using nonlinear and linear differential 
equations, models based on individual interconnected molecules, and hybrid models based on 
multilayer neuro-fuzzy networks. The selection of the suitable technique is certain by the amount and 
quality of data regarding gene expressions and relevant regulatory elements.  

The boolean logical network presents itself as an active model of synchronical interactions 
between the appropriate network nodes. This class of model is one of the simplest models that allow 
presenting the particularities of actual gene networks of the examined objects [37,38]. Expression of 
gene values, in the case of Boolean network use, are replicated by logical values of 0 or 1. Zero value 
indicates this gene is not active and one value indicates the maximum degree of the gene activity. This 
indicates the fact that at the initial stage the data must be discretized. This fact is one of the principal 
shortcomings of this class of model since a large amount of useful information is lost during this 
model application. The advantages of this type of gene regulatory network are the simplicity of its 
use. Moreover, Boolean networks are comfortable for interpretation, they are suitable for the noised 
data processing because in this case, the sensitivity of the system is low.  

A logical extension of a Boolean network is a probabilistic Boolean network [39,40]. The 
advisability of using this class of models can be valid by the fact that if the amount of information is 
incomplete or if the nature of the interaction between network nodes is insufficient understanding, the 
corresponding network nodes may have several regulatory functions. For this reason, these nodes 
have a certain degree of uncertainty. This fact can be quantified by the probability with which the 
node is expressed. At each step, the choice of regulatory function for each node of the network is 
determined by the corresponding probability, which depends on the values of a parental expression 
relative to this node of genes. We should note that this type of network partially takes into account the 
probability of different states of system nodes implementation, but the limitation of its applying as in 
the instance of the Boolean network depends on the need to determine the threshold of network gene 
expressions values. 



As an alternative to Boolean and probabilistic networks in [41,42], the way of GRN reconstruction 
based on Petri networks was proposed. Modelling of the GRN using the Petri net is executed at the 
event level. In this case, the event means the transition of the system from one state to another one 
when the corresponding transitions are triggered. A transition is considered as open if, in each of its 
input positions, the number of markers is not so much as the number of arcs connecting the suitable 
node with this transition. Analysis of the results of network modelling allows us to determine the set 
of available states of the system and possible options for transition to the desired state. In the case of 
timing modelling, this means that the model based on the Petri net allows predicting the state of which 
genes and how it is necessary to change to achieve the desired overall state of gene regulatory 
network. 

The last type of gene network logic models are models based on Bayesian networks [43]. The 
foundation for this class of network is the Bayesian rule, which involves, the expression values of the 
nodes can be represented using random variables within the range of the probability distribution. The 
Bayesian network can be defined as a directed acyclic graph, in which each of the nodes is 
represented a gene and each of the arcs is a probabilistic relation, which is a quantitative evaluation 
using appropriate conditional probabilities. The Bayesian network (BN) is founded on the Markov 
supposition that the value of parent nodes is not determined by the values of nodes that are not their 
descendants. The principal advantage of a Bayesian network is its ability to learn from existing data, 
and the relationships between variables can be linear, nonlinear, stochastic, combinatorial, and other 
types of interactions. They can allow us to model the gene network due to their ability to represent 
stochastic events and local processes of gene interaction in the presence of noise by determining the 
causal links between the respective nodes of the network. 

The concept of modelling gene regulation using a system of equations assumes determining gene 
expression as a dependence function of the expression of other genes that interact with a given gene. 
A large number of works have been devoted to research in this subject area [44-46]. Gene regulatory 
network reconstruction and modelling by using systems of algebraic equations have some of the 
advantages. First, the equations of the system allow us to evaluate the regulatory processes in the 
network based on information about the expression of the corresponding genes. Moreover, a model 
based on a system of equations through positive and negative inverse relationships allows us to take 
into account the nature of the interactions, ie which genes act as activators and which as repressors. 
The main disadvantage of linear additive models is the circumstance that linear equations do not take 
into consideration the dynamic nonlinear aspect during genes regulation. In the instance of the high 
sensitivity of the pattern to variation of the value of gene expression, models based on differential 
nonlinear equations are more attractive. However, in the instance when we use a larger number of 
genes, debugging and explanation of the pattern is problematic. 

Models founded on the interaction of single molecules are effective in the instance of both a small 
number of genes and the availability of sufficient information about the nature of the interaction of 
network elements. However, this fact limits its successful application. In the instance of the 
application of both the DNA microarray tests or RNA molecules sequencing experiments, the data 
contain tens of thousands of genes. pre-processing techniques can allow us to decrease the 
dimensionality of the attributes, but the number of genes used for gene network reconstruction in most 
instances limits the application of the patterns based on single molecules. 

To compensate for the shortcomings inherent in discrete and continuous models, hybrid models 
have been proposed. These models take into account both the discrete and continuous aspects of gene 
regulatory network models. Thus, in [47,48], a hybrid model of a multilayer neuro-fuzzy recurrent 
network based on evolutionary learning algorithms was proposed. This model is focused on gene 
regulatory network reconstruction.  

The advantages of this pattern include high computing power during information processing due to 
the application of a neural network. During the learning process, the model generates fuzzy rules 
based on existing data of gene expressions using evolutionary algorithms, which describe the real 
nature of gene interactions in the network. The accuracy of the network operation depends on both the 
choice of membership functions of the corresponding terms and the level of the range of gene 
expression variation. The main disadvantages of hybrid models are high levels of complexity and 
cost. Moreover, the sensitivity of these models significantly depends on their parameters, which 
increases the requirements for the process of model debugging. 



6. Conclusions 

In this review, we briefly described a step-by-step way of gene expression profiling processing got from 
experiments of both DNA microarray tests or RNA-molecules sequencing. The principal objective of the 
general process executing is gene regulatory network reconstruction and modelling or creation of patterns of 
diseases diagnostic. This problem is nowadays one of the current areas of bioinformatics. A qualitative 
reconstructed GRN can allow us to find out the nature of molecular elements interconnection what can lead to 
the following creation of both more effective complex diseases diagnostic systems and more acting medicines. 

The analysis of the current research allows concluding that this problem has not a unique solution nowadays. 
The main intricacy of GRN reconstruction consists of the following: the experimental data which are used for 
the reconstruction procedure usually does not allow defining the network structure and pattern of genes 
interconnection in the network. Moreover, a large amount of genes intricates the explanation of the network 
nodes interconnections.  

In beginning, we have introduced a general step-by-step way of gene expression profiling handling for GRN 
reconstruction (reverse engineering task), which assumes the offering of four stages. Then, we have briefly 
described each of the stages with the allocation of principal advantages and shortcomings. 

The following perspectives of the authors' research are the development of gene expression profiling data 
processing methods for purpose of extraction of most active genes considering the type of the disease and the 
creation of more acting techniques of GRN reconstruction and modelling based on the application of the 
extracted genes.   
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