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Abstract  
A study of the detection of harmful implants in software. They can be of two types. In 
particular, in the first case, malicious implants in the software may be independent entities, 
and in the second case, they may be part of certain malicious software. Other cases are not 
considered in the work. The selected information systems of the network type, which operate 
in local computer networks, were selected for the study. Accordingly, the presence of 
harmful implants in the software is considered in local computer networks. The difficulty of 
detecting such harmful implants in the software lies in its ability to be in a latent state. Such a 
secretly included in the form of a module in the software under certain conditions can 
provide unauthorized access to attackers. Functionally and physically as such an object can 
be part of a software package. He performs the task. In addition, it can completely replace 
certain parts of the software. Or it can replace a certain program completely. The difficulty in 
detecting such malicious implants in software is that, for the most part, they make it possible 
to maintain the functions of useful software even when available. These functions were in the 
terms of reference for the project and they were required by the manufacturer. As a result, 
important software features are included in the system, but they are only part of it, not all. 

To solve such a scientific problem, it is proposed to use the methods of multifactor 
analysis. Their use will indicate the presence of more important factors. This allows you to 
apply the results to malware implants and they may be part of some malware. The 
implementation of multifactor analysis methods is carried out in a network distributed 
malware detection system. This implementation allows you to use a ready-made system, 
which is tested, and add to it several methods aimed at detecting software implants. In 
general, this increases the reliability of detection by this system. On the other hand, it 
provides an opportunity to focus only on the added detection methods, as the distributed 
system has already been tested using other methods. 

In the considered scientific problem we will use a taxonomic indicator for comparison of 
objects in which there is a large number of signs. That is, it can be an indicator of the 
presence of software implants in the software on the local network. To identify it, the 
application of the taxonomic method of processing statistical data of observations will allow 
to detect it with a certain degree of reliability. As objects of analysis, software that operates 
on local computer networks.  

To confirm the proposed solutions, an experiment was performed with a distributed 
detection system, which implemented methods of multifactor analysis. The result of an 
experiment to identify software implants in software confirmed the viability of research and 
proposed solutions. 
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1. Introduction 

The use of modern information technologies in various fields is growing. This use of information 
technology greatly simplifies many processes that required significant human resources. At the 
expense of such technologies automation of many links of technological processes of information 
processing is carried out. In addition, the new paradigm in the industry, which is based on the 
development of Industry 4.0 and the active involvement of information technology in all possible 
areas of human life and production, affects the positive dynamics of development. But in parallel with 
these processes, there are many attackers who, using weak links in the protection of such 
technologies, try to benefit. Therefore, the use of information technology, which does not address the 
protection of information flows and information, encourages malicious activity. Of particular interest 
to attackers are the banking sector, various financial institutions and industries. Therefore, the focus 
on the organization of detection of malicious actions requires primarily organizations (enterprises) 
that use information technology. Because they are important objects of profit from the point of view 
of malefactors. 

Intruders access to corporate computer network resources can be software implants that are 
embodied in the software and hardware of computers and peripherals. They allow you to hide 
unauthorized access to resources. This can be done mainly through a local computer network. 

The object of detection will be considered a software implant [1]. Its location will be considered 
local computer networks of enterprises. Software implants may not show up for a long time. This 
significantly complicates their detection. At the initial stage of commissioning by the software 
developer, checking it for the presence of software implants may be unsuccessful. That is, software 
implants may not be detected. This will create a problem in the future when using such software. But 
even if the software implant is not detected, it still has to manifest itself in a certain way, because it 
must communicate with certain network resources to maintain its activity and receive commands from 
them. If he did not communicate, then the attackers would not know where he is physically, at what 
addresses and so on. This activity of the software implant will lead to certain signs of its 
manifestation, which will change certain factors. 

Software implants can store functions that are declared by the manufacturer, and they are 
implemented as part of the functions that are part of the software package. That is, the functions of the 
implant can also use the functions of a specific purpose of the software that is put into operation. This 
indicates the possibility of dual use of functions, which complicates the search for program implants. 

Such a scientific problem is really relevant. To solve it, it is necessary to develop a mathematical 
apparatus and implement it in the methods of detecting software implants in software in computer 
networks. 

Such an object can be part of a software package that performs tasks, replace completely certain 
parts of the software package, replace a certain required program. 

2. Related works 

Detection of software implants in local computer networks is carried out by various methods and 
means. They depend on the specific types of malware. When software implants are detected, there is a 
discrepancy between the results of software testing and the processes that may actually be caused by it 
[1]. To hide software implants, attackers have developed many approaches, algorithms, techniques 
and methods.  

Malware-related security breaches damage users by at least $ 500 billion annually [1].  
The number of malicious programs and their varieties is growing every year [2]. Attackers direct 

their funds to organizations and enterprises that work with information technology in local computer 
networks, because the financial and economic spheres motivate them the most.  

There are many ways to penetrate the local networks of organizations and enterprises, some of 
which are described in [3-7]. The paper analyzes the strategy of an attacker to use a software implant, 
which is based on the use of software implants in computer software and peripherals.  

The purpose of their strategy is for attackers to gain unauthorized access to system resources 
through the local network. The software implant in the work is considered as a secretly implemented 



program or software module. It is embodied in the software and as a result poses a threat to the 
information contained in the computer [8]. 

The paper considers as the object of study software implants that use the capabilities of software in 
local computer networks of enterprises that are malicious. There is a difficulty in identifying such a 
secretly operating software implant, because it does not appear during testing. Software developers 
embody them in useful software applications, mixing functions. But under certain conditions, such 
software implants can provide unauthorized access to the resources of entrepreneurs. In addition, 
software implants can be inactive for a long time, which makes them difficult to detect. Such software 
implants retain software functions. They can be implemented by some other functions that are part of 
the software package [9-12]. Such strategies are also implemented by well-known Trojan programs. 
But the object of study is such programs or program modules that are used in organizations, which are 
introduced by software developers when creating them for malicious use. Their hiding in the 
programs was carried out when handing over the finished software to the customer. Part of such a 
software implant in programs may be related to malicious programs such as Backdoor [9-12], and part 
provides other, than malicious programs such as Backdoor implementation mechanisms.  

The analysis of hidden possibilities of modules in the developed software is paid attention in 
works [13-18].  

Malicious software is a malicious tool that launches a secret sharing feature. The structure and 
internal algorithms of such a hidden function are given in [16]. To solve this problem, an algorithm 
for detecting a hidden function was developed in [17].  

Models of hidden schemes of exchange of functions are developed in scientific article [18]. They 
are designed with a secure distributed data protocol. 

In [19], the authors proposed a new method of detecting malware such as Backdoor. Artificial 
neural networks and object classification were used for this purpose.  

The main disadvantage of this solution is a small set of proven and reliable data sets [19]. This 
may affect its adequacy and viability. 

The model used by attackers is presented in a scientific paper [20]. It is used to hide the ways of 
invasion. The authors explored the possibility of using this approach to detect other types of malware, 
including Backdoor.  

In [21], one of the methods of encoding code fragments with the help of specially designed 
interrupts is analyzed and substantiated, which manipulate the state of execution time when triggered 
and under certain conditions can continuously perform arbitrary calculations. 

Problems of formalizing a terminal machine by modeling a program or system using a so-called 
machine with a marked final state are proposed in a scientific paper in [22]. This allows you to 
consider the software product as an emulator.  

The complexity of this problem is analyzed using many tools in [23, 24]. For example, you can 
consider a hardware component, a special program, or malware. And this is a pre-necessary method of 
developing methods for their detection.  

In works [25-27] special narrowly specialized approaches to detection of hidden software are 
considered. The considered methods are focused on information protection.  

An active type of malware that can implant software implants are botnets [28-32]. In [28-31] the 
technique of detection of botnets on the basis of DNS-traffic is presented. Detect botnets based on a 
bot group activity property in DNS traffic that appears after a short period of time in host group DNS 
queries when trying to access C&C servers, migrate, run commands, or download malware updates. 
In [28], a method of protection against DNS evasion for detecting botnets in corporate networks is 
proposed. 

One of the main elements that can be used to detect program implants are the functions of the 
application programming interface. These functions can be analyzed dynamically, as presented in [33-
34]. Attackers often use the obfuscation function to mask malicious code. One of the most difficult to 
detect is the function of metamorphic transformation [35]. In [35] it is shown how the use of 
metamorphic transformations makes it possible to hide the program codes of functions.  

In [36-38] the use of baits to detect abnormal and malignant manifestations was analyzed. The 
obtained results have shown their effectiveness and can be used in the detection of software implants. 

The use of known mathematical methods for processing various events that are associated with the 
operation of software is presented in scientific papers in [39-47]. The considered methods can be used 



to identify software implants. The method of multifactor analysis for the detection of software 
implants in a local computer network is presented in [43]. The basis of this method is a taxonomic 
method of processing statistical data of observations, which is used in studies of various subject areas 
[44, 45]. 

The various methods used for the detection process require the initial stages of data preparation for 
processing, the purpose of which is to develop a comprehensive approach to the detection of software 
implants. The scientific task of detecting software implants in local networks is relevant and 
promising. One of the tasks that needs to be solved is to develop appropriate methods for creating 
effective system components for detecting software implants in local networks based on the search for 
abnormal manifestations, taking into account multifactor analysis. 

3. The Approach to Application of Multifactor Analysis for the Purpose of 
Detecting Malicious Software Implants in Local Computer Networks  

In our case, the objects are computer networks, and the signs may be [30, 31]: the presence of 
software modules that do not meet the purpose of the process; the presence of files related to 
operating systems, and which form open processes that do not meet the purpose of the process; there 
is a high intensity for I / O operations from a certain process, and so on. (11 signs are given, although 
their number may be higher). 

The basis for research is a matrix of observations X: 
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where ikx  is the number of manifestations of the k-th feature in the i-th object during the observation 
period; n is the number of features; ω is the number of objects. 
How isotonic and isomorphic (structural) ordering of objects, Chekanovsky's method for research of 
subsets on homogeneity is resulted. 

In economic research, a taxonomic indicator of the level of development is used to compare 
objects that are characterized by a large number of features [43]. In our case, this may be an indicator 
of the presence of software implants in the local network. And this will be a further development of 
research, which is presented in [1]. 

The first stage is the standardization of features in the matrix (1) and its transformation into a 
matrix Z. 

- the expert constructs a square matrix of n×n pairwise comparisons of features, which has the 
property of inverse symmetry 

ij
ji aa 1= ; 

- eigenvectors of priorities are calculated, for which all elements of a row are multiplied and 
the root of the n-th degree is taken from result, and then the received number is divided by the sum of 
such numbers of a column and estimates of a vector of priorities ( nxxx ,,, 21  ) are received; 

- the matrix n×n is multiplied by the column of the priority vector and a column with (
nyyy ,,, 21  ) is obtained, which shows the degree of importance of each feature. 

Then, before the transition from the matrix X to the matrix Z, the results of observations in the 
matrix (1) must be multiplied by the coefficients ky , respectively. 

In [42], the transition to the matrix Z is proposed in the following sequence: 
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(4) 

nk ,2,1 =  the value of the sign k for the unit i; kX  is the arithmetic mean of the sign k; kS  - 
standard deviation of the sign k; ikZ is the standardized value of the characteristic k for the unit i. 

Next, the so-called development standard is formed, which represents a point with 
nZZZ 00201 ,,,  coordinates. These coordinates represent the standards or valid values of the features.  

Then the distance between the points-units of the matrix Z and the point is determined by the 
formula: 
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(5) 

At these distances, the indicator of the presence of software implants is calculated: 
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The indicator *
id can be in the range 0… .1. The closer this value is to zero, the more likely it 

is that there will be no software implants in the facility. 
The indicator is used to statically characterize a set of objects. For a more in-depth analysis, 

you need to consider the dynamic characteristics of a single object and then a set of objects. 
Then, based on the results of observations for several periods of time, a matrix of 

observations X is formed for one object: 
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where ikx - the value of the sign k in the period i. 
Then, as shown above, there is a process of standardization (matrix Z), the standard is built 

0P . 

The taxonomic index *
id  is determined by formula (6), where 
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So, now the indicator *
id describes the dynamics of changes in the sets under study, but for 

one object. 
You can now proceed to the dynamic characterization of a set of objects. If you denote the 

observation matrix of an object j  by a symbol jX , the aggregate matrix for objects will remain as a 
block matrix:  
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Given that all objects in the network are of the same type - they are computers, the standard 

0P may remain from the previous analysis. 

The generalized index *
id is determined by formula (6), where: 
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C0, S0 are defined by formulas (12), (13), (14). 
Consider the variable n as the number of features; ω - number of objects; Zik - standardized 

value of the sign k in the period t. 
The calculated value *

id describes the process with the dynamic characteristics of all objects. 
But according to [44-46], the directions of changes of individual components by the total value of the 
indicator are not taken into account here. Therefore, in [42] it is proposed to replace the distance Ci0 
with C(i0, j): 
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where i = 1, 2, …, t: j = 1, 2, …, ω; Z(0k, j) - coordinates of the development standard of the object j. 
Then the dependence (16) for the square of the distance for the aggregate indicator and the square 

of the distance for the individual indicators can be written as: 
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Taking into account Сi0 = С0 ∙ *
id and С(i0, j) = С(0, j) ∙ ijd the dependence between aggregate and 

individual indicators will remain: 
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The obtained formula allows to estimate the influence of individual taxonomic indicators of 

objects *
ijd  on the general taxonomic indicator of the set of objects *

id . Here, as before, this figure is 
in the range (0, 1). 

The result of the indicator refers to one of the five intervals that allow us to assess the level of 
possible presence of software implants. 

 

4. Experiments and evaluation 

For experiments, a distributed system [4, 30, 48-52] was used to detect malware, which will 
include the ability to detect software implants based on implemented methods. An appropriate method 
was implemented to check the efficiency of the classifier in the structure of the distributed system. 
The result of the determination was the dependence of the percentage of detected botnets containing 
software implants. Experimental studies were performed for the classifier without adding copies of 
the created botnets, ie the test was performed without training the classifier on the created samples. 
Botnets that use a strategy to gain complete control by activating their components were selected for 
the experiment. That is, software implants were present at every computer station. The results of the 
calculation of various indicators are presented in table 1. The experiments involved determining the 
following metrics for the detection of bot nodes: 𝑃𝑃1– percentage of harmful vectors belonging to a 
certain class; 𝑃𝑃2 – the percentage of vectors of harmful actions belonging to this subclass of the class 
in relation to all test vectors; 𝑃𝑃3 – the percentage of correctly detected botnet nodes; 𝑃𝑃4 – the 
percentage of incorrectly classified botnet nodes as benign applications; 𝑃𝑃5 – the percentage of 
incorrectly assigned bot nodes to one of the botnet classes. 

 
Table 1.  
Results of Experiments 
Metrics – 

Class: C0 C1 C2 C3 C4 C5 C6 Mean 

P1, % 89,74 83,29 72,66 86,30 92,04 92,18 96,60 88,44 
P2, % 85,60 83,37 72,38 85,19 98,68 93,72 96,40 88,22 
P3, % 92,21 84,31 72,03 89,57 90,63 88,52 93,78 87,82 
P4, % 7,79 14,37 27,97 10,43 7,27 11,48 6,22 11,60 
P5, % 0 1,02 0 0 1,15 0 0 0,31 
 
The result is approximately 26.7% of the total number detected. The intensity of manifestations of 

software implants is much lower than the typical manifestations of botnets. Thus, software implants 
used by botnets can be detected by distributed systems [30].  



5. Discussion and Future Work 

Thus, software implants create problems for software users. This is especially true for 
organizations and businesses. The advantage of attackers who use software implants is that they use 
hidden software functions. The difficulty in detecting such program a implants is that the processes 
occur in local networks. Attackers develop and use such tools in various malicious models.  

6. Conclusions 

On-premises software implants in software create problems for PC users. The proposed method for 
detecting software implants allows you to assess the degree of availability in the software. The 
application of the proposed solution in a distributed malware detection system has increased the 
efficiency of software implant detection by 4% through the use of multidimensional analysis to detect 
software implants in software on a local computer network. 

The direction of further research will be the development of methods for detecting software 
implants based on their behavioral signatures. 
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