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Abstract  
The paper is dedicated to the development and study of models and methods of authorization 
processes and high load modes for IoT components in the operation queue environment. 
An essential part of authorization is the authentication of the transmitted data. In the trusted 
nodes, there's a risk of an unauthorized modification of payloads. It poses a threat because 
they may be infected with various viruses or botnets. Such nodes include trusted networks, 
load balancers, and proxy servers, where the data is transmitted in an unencrypted form. In 
the worst case, the attacker may even steal the private key of the TLS certificate. It enables 
him not only to analyze all the traffic but also to modify the payload. Situations of data 
spoofing at vulnerable points are poorly researched. A new "chunking" method was 
previously proposed and compared to the existing ones. Analytical studies have shown an 
increase in the performance of the new "chunking" method due to the more efficient usage of 
resources. 
For efficient resource management in the multithreaded environment, it is necessary to load 
all the processor cores equally. A decent solution to take advantage of the multithreading 
environment is the operation queues. However, if an operation queue can't process 
accumulated operations efficiently, the system goes into high load mode. Such behavior may 
cause the system to run out of memory. The patterns of occurrence of high load modes have 
been researched previously. To prevent the high load modes, the load balancing of the server 
cluster method has been further developed, which can also be applied to a single server. 
The new model of authentication and request processing in high load modes for IoT 
components has been created. It differs from the existing ones in the ability to prevent high 
load modes during the authentication of large payloads. It uses the limitation in the total 
bandwidth as well as the limitation of the number of requests. The information system for the 
IoT components, which implements the new model has been developed. In the test, several 
experiments were conducted, which show: high load mode, the effect of limitation of the 
bandwidth, effect of the limitation of the number of requests. 
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1. Introduction 

The modern concept of web systems security focuses on systems without mandatory registration of 
users, where the main focus is to determine whether a user is a real person or not. In that area machine 
learning [1, 2] is the main focus of the study. 

After user authorization, the main security aspect is the authentication of requests from the user to 
the server. In this paper we use term authentication as an act of validating that requests are what they 
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claim to be. And the term authorization as the general term of authorization protocol which consists of 
authenticating user, authorizing or granting the permissions to the user, and authenticating requests. 

With the increasing payload sizes, it's important to research authorization models and methods to 
improve the efficiency of payload authentication. For the authentication of large payloads, there are 
no protocols that verify it efficiently. To reduce resource consumption for authenticating payloads in 
the multithreaded environment, operation queues are used, which allow the developer to reuse 
previously created threads. 

The most used protocol family of data transmission is HTTP[3, 4]. It's used for web browsers, 
desktop applications, mobile clients, and IoT devices. Data transmission can occur through many 
network nodes [5], which are trusted, but in some nodes, certificates can be substituted or data is 
transmitted in unencrypted form. This makes it necessary to authenticate request payloads for video 
streaming, document storage, database services with complex data center infrastructure, and more. 
The generally accepted protocol of encryption of the data during transmission is TLS[6, 7]. 

Proxy resources are controlled by the companies in which the people work, or by data centers, and 
generally they are considered to be trusted. 

In the process of data verification in the operation queue environment, the high load modes may 
arise, leading to unstable operation[8, 9] of the information system, and these issues are poorly 
researched. This can lead to an increase in memory consumption and therefore to unstable operation 
and termination of the server process. The behavior of high load modes for authorization protocols of 
large payloads is poorly researched. 

The formal analysis for existing authorization processes in information systems has been carried 
out. The existing methods and models for ensuring the security of authorization processes in 
information systems have been researched. It was found that the existing systems require a lot of 
resources for authentication of large payloads. 

In a multithreaded environment, it is important to distribute the workload across the processor 
cores to efficiently manage resources. Operation queues [10, 11] are an efficient solution in a 
multithreaded environment, which helps to distribute the workload among all the processor cores. On 
the other hand, data changes during transmission can occur if no encryption is used or the data is 
decrypted in transit. 

A high load mode occurs when operations in the queue accumulate and do not have time to be 
processed. It increases memory consumption, which can cause system instability. The means of 
detecting and preventing such modes does not allow to get rid of them completely. The study of these 
modes makes it possible to predict their impact on equipment and thereby increase the reliability[12, 
13] of the system and reduce their negative effect. 

The behavior of the high load modes themselves for authorization protocols for large requests is 
poorly understood, and their study is relevant. 

The purpose of this work is to improve performance and reduce the harmful effect of high load 
modes in the operation queue environment. 

 To achieve this goal, the following tasks were completed: 
- analyzed existing models, methods and information technologies, areas of application, 

advantages, disadvantages of methods for request authentication 
- analyzed high load modes for authorization protocols in the operation queue environment 
- developed a model and method of the authentication of large payloads for HTTP and HTTP/2 

protocols for blocking and non-blocking sockets 
- developed methods for ranking authentication payload mechanisms 
- developed methods for identifying and studying the influence of high load modes on the system 

memory in the operation queue environment 
- improved method of migration from a system with a single server to the server cluster 
- authentication and request processing model in high load modes for IoT components has been 

further developed 
- the method of building communication mobile systems for embedded car computers that do not 

have their own web browsers has been further developed 
 



2. Related Works 

To guarantee the immutability of the data during transmission, it's crucial to prevent MITM [14, 
15] (Man in the Middle) attacks. The authentication of only the request headers by most authorization 
protocols leaves the payload prone to modification. Such attacks are becoming more relevant because 
of the increasing number of infected computers and botnets[16]. 

 Protocols like OAuth 1.0a[17] and HAWK[18] use the HMAC method [19] to prevent the 
modification of payloads. These protocols work great for the authentication of small payloads. 

It's essential for authorization protocols to authenticate the payload, although some rely on TLS 
encryption[20]. The generally used method is "filling the buffer" with its subtypes "buffering to 
memory" and "buffering to file" for large and small data sizes. Analysis of existing methods for 
verifying data integrity showed the necessity for scientific research - modeling existing authorization 
protocols for authentication of the payload, creating a new model and method for authentication of 
large payloads to improve the system performance. 

A model and method of chunking authentication of large payloads have been developed, which 
allow to achieve an increase in performance by reducing the number of operations. They differ from 
existing ones by working directly with data chunks, and authenticating them as they appear. 

2.1. The model of authentication of payloads by chunks 

The model of authentication of payloads by chunks was developed [21] it differs from the existing 
ones in the representation of the payload as the data stream in the form of chunks. The digital 
signature is located in the end, which makes it possible to verify the data during transmission and 
removes the necessity to read it again. The size of the chunk and the metadata block must be a 
multiple of the block size of the hashing algorithm, and the remainder of the last chunk is filled with 
zeros. 

An example of a chunking payload authentication model is shown in Figure 1.  

 
Figure 1: An example of a chunking payload authentication model 

 
On the basis of the model, a new method of chunking payload authentication for large payloads 

has been developed, which makes it possible to achieve an increase the performance by reducing the 
number of operations. The new method has been implemented for HTTP authorization protocols, 
which use HMAC for payload verification. This allows web services to authenticate large payloads 
and not be exposed to denial-of-service attacks[22]. 

2.2. The method of authentication of payloads by chunks 

In the "chunking" method, not all of the request data is buffered, but a small portion, which is used 
to update digital signature of the request. This has the advantage of reducing CPU utilization for both 
blocking and non-blocking sockets. 

The "chunking" method gives an advantage in reduced CPU usage with both blocking and non-
blocking sockets. It has the best effect in server applications with non-blocking sockets. Despite the 



blocking sockets are less efficient than non-blocking ones, the method still gives a huge advantage for 
authentication of large payloads. And the blocking sockets might be feasible to use it in client 
applications with existing libraries.  

Using our method, it's possible to create or modify an HMAC-based HTTP authorization protocol 
to enable support of large payload authentication. As a result, the "chunking" method provides an 
ability for the servers to efficiently authenticate large payloads, which makes them less prone to 
denial of service attacks. 

The method of chunking payload authentication is shown in Figure 2. 

 
Figure 2: The method of authentication of payloads by chunks 

 
After the chunk is received, the digital signature is updated and processed further. The incoming 

chunk size for the "Update digital signature" unit is irrelevant. It is possible because the mechanism of 
this unit structures the incoming data stream according to the hashing algorithm block size. 

The data processing flow for the "chunking" method is shown in Figure 3.  
 

 
Figure 3: The data processing sequence for the "chunking" method  

 



Because there's no necessity to process the "chunks" again after they were received, no 
intermediate storage is required. Therefore, the "chunking" method is limited only by the 
computational power of the CPU. 

The handling of the data chunks is performed by the operation queues in the multithreaded 
environment[23, 24]. The most common use case of transmitting large payloads to the server is 
uploading a file to persistent storage. Worth noting, that the disk-related operations are usually 
distributed on a single logical disk. This is usually the weakest point in the system. 

The model and method of authentication of payloads by chunks are used in the communication 
model of IoT components. 

2.3. Communication model of IoT components 

The communication model of IoT[25] components was further developed, combining the "request-
response" and "publisher-subscriber" behavioral models, which differs from the existing ones in the 
ability to work and verify large payloads, which allows to achieve an increase in the speed and 
reliability[26] of the information system when working with large payloads. 

The communication model consists of three components: client, server and module. A central 
server functions as a mediator between IoT modules and clients. In the case of a single client, the only 
advantage of the new model over the request-response model may be the amount of data sent and 
received. The advantage of the new model will be if multiple clients are connected to the central 
server. The new model allows transferring and verifying a large amount of data using them on low-
power devices using the "chunking" method. 

An example of IoT communication model is shown in Figure 4. 
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Figure 4: An example of an IoT communication model 

 
The use of the "request-response" model makes it possible to perform individual requests. Taking 

advantage of the speed of receiving updates to the state of the publisher-subscriber model allows the 
clients to receive updates from the modules on the fly. 

2.4. The influence of high load modes on data authorization mechanisms 

The analysis showed the advantage of the "chunking" method. To validate the analysis, it is 
necessary to compare the researched methods. To do this, the method of comparison of data 
authentication mechanisms was developed. For the input of the new method, "Buffering to File", 
"Buffering to Memory" and "Chunking" data authentication mechanisms were created. The results 
have confirmed the analysis and proved the advantage of the "chunking" method by 13-22% for a 
large payloads and 1 percent for small payloads[27]. 

Based on the method of comparison of data authentication mechanisms, there were developed 
methods for identifying high load modes and studying the influence of high load modes on data 
authorization mechanisms in the operation queue environment. The results of this study can be used to 
find the optimal load for the equipment. 



The original method differs from the existing ones in balancing according to the capabilities of the 
servers, which allows to achieve an increase in the performance and reliability[28, 29] of the server 
cluster by selecting the optimal load of the equipment in the cluster and the possibility of self-
recovering. From the server side of the cluster, to confirm that the load balancer is available, it must 
periodically send heartbeat to the load balancer. Research has shown that these measures will allow 
self-recovering in emergency situations. 

3. Proposed model and method 

As a conclusion to the paper[27], a suggestion was made to counteract high load modes based on 
an active number of connections. Having a low number of maximum concurrent requests limit leaves 
a chance that a server might not be 100% loaded. Moreover, a denial-of-service attack might happen 
with a technique of starting a number of concurrent connections to the server with the minimal 
possible speed. To counteract high load modes, a method of migration from a single server to the 
server cluster has received further development. The main difference between the original method[32] 
and the modified one is the choice of the least loaded server for large requests. 

In the original method, the server is selected by the least number of active requests. The improved 
method differs between small requests and large requests. The small requests are processed in the 
same manner in both methods. For requests with a large payload, the improved method uses the 
combination of the concurrent write speed and the number of active connections. 

The data transmission speed per client is not constant and is changing over time. This might 
expose the server cluster to denial-of-service attacks. In order to prevent them, the maximum number 
of connections per server is also limited. If network interface speed is higher than maximum 
concurrent write speed, it's advisable to limit network bandwidth for the process to this value. Both 
values can be determined by the method of studying the influence of high load modes on data 
authorization mechanisms in the operation queue environment. 

That's why in the new method for large requests, the server with the least concurrent write speed is 
selected. If all the servers are loaded at 100% then the server with the fewest active requests is 
selected. This allows determining which server is the least loaded more accurately.  

The modified method improves the reliability, which is a crucial safety factor [30, 31] of cluster 
systems. Any request sent to the load balancer [32, 33] can be processed by any of the servers in the 
web cluster. It was improved by adding a step of verification of the current number of active requests 
and consists of the following steps: 

1) the load balancer finds the server with the least concurrent write speed or the fewest requests in 
the last minute.  

2) check whether the current number of active requests can put the system into high load mode and 
reject it if it's higher than it was found by the method of identifying high load modes 

3) the incoming request is transmitted to the selected server. 
4) process the request 
The method might be simplified for a single server: 
1) to get the current number of active requests in the server 
2) check whether the current number of active requests can put the system into high load mode and 

reject it if it's higher than it was found by the method of identifying high load modes 
3) process the request 
In this work, a new model for processing requests in high load modes was developed, which 

differs from the existing ones in the ability to work and verify large payloads and to prevent high load 
modes. This makes it possible to achieve an increase in the speed and reliability of the information 
system when working with large payloads. Authentication and request processing model in high load 
modes for IoT components is shown in figure 5. 

 



 
Figure 5: Authentication and request processing model in high load modes for IoT components 
 
In this model, it is assumed that it is known which "Request Handler" processes a new request or a 

data chunk of the request. 
The first stage is "High Load Mode Preventer", which limits the number of requests in the 

operation queue. Its mechanism uses a simplified version of the method of migration from single 
server to the server cluster. The maximum number of requests is obtained by the method of 
identifying the high load modes. 

The second stage is "Asynchronous Processing", in which the IoT communication model is 
implemented, operations are created for processing a data chunk that is added to the operation queue. 

The third stage is the authentication of a data chunk according to the "chunking" method. After 
that, the data goes to the "Request Handler". 

On the way back, the Request Handler creates operations for sending chunks of data that are 
signed before sending. The "High Load Mode Preventer" step is not needed for sending data. 

4. Results 

Based on the authentication and request processing model in high load modes for IoT components, 
an information system for the communication of IoT components was created. The central server is 
responsible for communication between clients and modules. To discover the new modules, the Bonjour 
discovery protocol is used, after which the server connects to them using the HTTP/2(3) protocol.  
 

 
Figure 6: Class diagram of the developed library 

 



For the HTTP/2(3) protocols, a method of chunking authentication of large payloads is 
implemented in the ChunkVerifier and ChunkSigner classes. 

The class diagram of the central server is shown in Figure 6. 
To test the new model four experiments were carried out. The model uses the modified method of 

"method of migration from single server to the server cluster" to implement the "High Load Mode 
Preventer" component. To control the environment more precisely, the client and server were running 
on a single computer.  

The test computer has the following configuration: 
OS: Ubuntu 20.04 LTS 
CPU: Intel Core i7 8700K 
RAM: 32G 
SSD: Samsung 970 EVO Plus 1Tb 
 
The first experiment aims to show the high load mode without any measures of preventing it. As 

input, 20 clients were chosen with a speed of 1Gbps per client. The results of the experiment are 
shown in figure 7. 

 
Figure 7: The high load mode without any measures of preventing it  

 
The plot shows linear growth and linear decrease. The peak memory consumption has reached 

10534 megabytes, which might potentially cause the server to crash.  
The network bandwidth is limited to the maximum drive concurrent write speed for the next series 

of experiments to prevent high load modes. In the experiments, the maximum concurrent write speed 
and the maximum number of active clients were determined by the method of studying the influence 
of high load modes on data authorization mechanisms in the operation queue environment. For SSD, 
which is used in the test configuration the maximum concurrent write speed is measured around 680 
MB/s.  

To show the effect of the limitation of network bandwidth in the second experiment the same 
number of clients is used, but the total network speed is limited to 680 MB/s (5.4 Gbit/s). The results 
are shown in figure 8. 

 

 
Figure 8: The effect of the limitation of network bandwidth 

 



With the limitation of the network speed, the situation might seem to be stabilized. But the server 
isn't limited to process a large number of clients. To show the effect of the increased number of clients 
it was increased to 400. The network speed limit of 680 MB/s (5.4 Gbit/s) remains the same. The 
results are shown in figure 9. 

 
Figure 9: The impact of an increased number of clients with the limitation of network bandwidth 

 
To show the effect of the limitation of the number of active clients it was limited to 121. The 

network speed limit of 680 MB/s (5.4 Gbit/s) remains the same.  The results of the experiment are 
shown in figure 10. 

 
Figure 10: The effect of the limitation of the number of active clients 

 
The modified method of migration from a single server to a server cluster has added the set of 

measures for preventing high load modes. The series of experiments have proven the effectiveness of 
them. 

The resulting communication model was used in the development of a module for remote control 
of a PC, which controls "POWER" and “RESET” switches and reads “HDD LED” and “POWER 
LED” signals using opto-isolators. 

 The method of building communication mobile systems based on the OAuth 1.0 protocol was 
further developed, which differs from the existing ones in the ability to work with embedded car 
computers that do not have their own web browser and allows to achieve an increased security by 
working directly with standard development tools for third-party applications. 

The new method is characterized by the use of the communication model of the Internet of Things 
and the "chunking" method of data verification for communication between a device with a web 
browser and a car computer. The method consists of the following steps: 

1) On the car computer, get the URL from the web service for authorization in the web browser 
2) Initiate a launch on a device a web browser with the received URL 
3) After successful authorization by the user, transfer the access token to the car computer 
4) On the car computer, verify the validity of the token 
 
The interdependence between the car computer, web browser device, and web service are shown in 

Figure 11. 



 

 
Figure 11: Interdependence between car computer, device with web browser and web service 

 
The introduction of the new method significantly expands the capabilities of car computers. 

5. Conclusion 

In this work, a relevant scientific and practical problem is solved, associated with increasing the 
speed and reducing the harmful effect of high load modes for authentication processes and data 
processing in an operation queue environment. The main results are as follows: 

1. Based on the analysis of existing authorization methods with the capability of authenticating 
large payloads in the operation queue environment, it is concluded that developing and researching 
new authentication methods of large payloads in the operation queue environment is a relevant task. 

2. A model and method for chunking data authentication for large payloads have been 
developed. Analysis of the new method showed an advantage in performance compared to the 
existing ones due to the absence of the necessity to read the data again. 

3. Based on the analysis of existing models, new models and methods for authentication of large 
payloads for blocking and non-blocking sockets were created. 

4. A method for ranking payload authentication mechanisms was developed, on the basis of 
which experiments were carried out, which confirmed the advantage of the "chunking" method by 
13-22% for a large payloads and 1 percent for small payloads. 

5. Methods have been developed to identify the high load modes and study the effect of high 
load modes on the use of system memory, which made it possible to increase the accuracy of 
predicting high load modes and improve system reliability by limiting the equipment load. 

6. To limit the load on the equipment, the method of load balancing in the server cluster was 
further developed, which made it possible to reduce the negative effect of the influence of high load 
modes on the system by improving the distribution of the load between the servers in the cluster. 

7. Experiments were carried out to evaluate the new protocol, to establish the requirements for 
the server cluster operating with the new authorization protocol, which showed that the 
improvements in the load balancing mechanism prevented falling into high load modes in the 
researched situations 

8. A method has been developed for building communication mobile systems based on the 
OAuth protocol for embedded car computers that do not have their own web browsers. Based on the 
method, a module of the Internet of Things information system was created for authorization, built-
in by car computers that do not have their own web browsers. 

9. The authentication and request processing model in high load modes for IoT components was 
further developed, on the basis of which the information system of IoT components has been 
created. 
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