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Abstract  
The article is devoted to researching the architecture of generative adversarial networks 
capable of restoring the resolution of images compressed with great resolution losses. 
Particular attention is paid to the comparison of the resulting networks, the training of which 
was carried out using different loss functions, including perceptual loss functions. The 
created software is prepared for implementation into video surveillance systems.  
In the field of information security for financial transactions, with the help of the proposed 
generative adversarial networks neural network software increases the level of details for 
video images of banking operations customers in video surveillance systems. 
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1. Introduction 

Constant innovation in deep learning and neural networks, much progress has been made in the 
last few years in restoring and improving image resolution. Image resolution enhancement or 
restoration can be defined as increasing the size of small or artificially compressed images while 
maintaining minimal quality degradation or restoring high-resolution images from saturated details 
derived from low-resolution images. 

Enhancing image resolution with neural networks is a topic with a wide range of applications for 
specific areas, including: video surveillance security; compressed image / video enhancement; speed 
up the transfer of images or videos over the network. In the field of surveillance for information 
security of financial transactions and customer verification, with the help of this technology you can 
get a clearer image that contains more important detailed information. Moreover, in the field of 
visualization of the images obtained in the observations, the increased resolution of the image can 
help to obtain more information, which is hidden in the images with low resolution. This increases the 
level of visibility and verification of customers, which determines the information security of 
financial transactions. 

The brief survey in information security in banking is presented in [1]. In works [2,3] it was 
emphasized the importance of implementation innovative video and software systems for improving 
financial operation security. Images analysis as a main software element for video surveillance 
systems is a basic of technological solution in markets and banks [4, 5]. Neural networks for recovery 
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missing data in IoT is presented in [6]. Some aspects for video traffic quality increasing is discuss in 
[7,8]. The most important for achievement super-resolution is using neural network and deep learning 
implementation [9]. But for the specific of image resolution improving task not all neural network is 
suitable. The best of all are convolutional neural network [10].  In future video surveillance systems 
have to be more smarter [11,12]. The article [13] introduces a technique for face super-resolution 
based on a deep convolutional neural network (Deep CNN). For realization, these tasks the video 
surveillance systems and its software have to recognize small objects detections [14, 15]. For 
supporting person identification in surveillance video, it is used a deep learning approach [16].  

Although the above-mentioned models achieve high accuracy and speed in image recovery, there 
is one problem that is not solved. The problem is how to restore the finer details of the texture from a 
low-resolution image so that the image is not distorted. For restoring small elements the Generative 
Adversarial Network (GAN) was proposed in 2014 [17]. GAN is a method of machine learning 
without a teacher, capable of generating new data, with the same statistical parameters as the training 
set. This result is achieved as a result of a game with zero sum of two networks - a generator and a 
discriminator, each of which adjusts the weight of the other. With this architecture, it is possible to 
restore the original high-resolution image from a low-resolution compressed image. Our work is 
devoted to GAN investigation for purpose of recognition small details in video images for 
surveillance systems. 

2. Enhancement images resolution with GAN 

Most compressed image resolution recovery algorithms rely on the entropy encoding of frequently 
repeated image patterns. The two most commonly used criteria are image similarity and natural image 
statistics. Currently, several methods of restoring the resolution of compressed or damaged images are 
popular, such as the use of arithmetic coding, autoaggressive models, domain transformation 
statistics, and others. Most basic techniques are described in [18]. 

For the correct operation of such a generative adversarial network, you need a correct assessment 
of the results of training the generator network, which is carried out using the loss function. In this 
paper, we will consider two types of loss function for the created network - the loss function that 
preserves pixel-by-pixel correspondence between objects, the root mean square reconstruction error 
and the loss function that correctly estimates the perceptual differences between generated and 
original image. This loss function was described in [19]. 

In this work it was creating and training models of generative adversarial neural networks with the 
same topology, but trained by variation of the loss function, which preserve pixel-by-pixel or 
perceptual similarity of objects on the restored and original images to increase image resolution and 
use in video surveillance systems. Developing new learning methods can help improve the network 
training process. The object of this study is generative adversarial networks - a class of artificial 
intelligence algorithms used in teaching without a teacher, implemented by a system of two artificial 
neural networks that compete with each other in a zero-sum game. The aim of the study is to improve 
the resolution of images for use in video surveillance systems for improving security of financial 
operations. 

In the research the topology of the neural GAN was developed, the software for the neural network 
training process was created, the training was performed using various loss functions to assess the 
accuracy of the model during training, and conclusions were drawn from the model training results. 

3. Software for restoring resolutions of compressed images  
3.1. Components of creating software 

As you can see in Fig. 1, the compressed images restoring resolutions software for video 
surveillance systems consists of three main components: 

“General” - a software component that creates a common interface and stores auxiliary functions 
that are responsible for downloading data, processing it, drawing graphs and the resulting 
illustrations; 



“Modeling” is a software component that is responsible for the design of generator and 
discriminator networks. The basis of this component has been implemented using the third-party 
Keras library, which will be described below. 

“Training” is a software component that is responsible for the process of creating, training and 
saving a model. This process includes the stage of loading and processing data, the design of the 
model and, accordingly, the process of training the network and saving the resulting weights. The 
detail training process is shown in Fig.2. 

 
Figure 1: Structure of compressed images restoring resolutions software for video surveillance 
systems  

3.2. Packages using for creating software 

The following libraries were used in the developed software: Keras (version 2.4.3), NumPy 
(version 1.18.5), OpenCV-Python (version 4.4.0.42), Matplotlib (version 3.3.2), Library tqdm 
(version 4.49.0). We will briefly describe their main functional properties that were used to develop 
compressed images restoring resolutions software for video surveillance systems. 

Keras [20] is an open-source library that we used to create an interface to a neural network. Keras 
is an interface to the TensorFlow library. The main functionality that has been used is the convenience 
of creating fast experiments with deep neural networks, it is characterized by modularity and 
advancement. We have used Keras tools to build neural networks, add new layers, activation 
functions, optimizers and many other tools to make working with images and text data easier. In 
addition to standard neural networks, Keras supports convolutional and recursive neural networks. 
Other common levels of utilities are supported, such as dropouts, batch normalization, and pulling. 
One of the important and necessary features of the library for working with video is the ability to use 
distributed deep learning models on clusters of graphics processing units (GPUs) and tensor blocks 
(TPUs). 

NumPy [21] is a library for the Python programming language, used by us to extend the 
functionality of working with multidimensional arrays and matrices. NumPy is open-source software. 
Using NumPy in Python has created a high level of functionality of the developed program, when 
processing operations with arrays or matrices. 

OpenCV (Open Source Computer Vision Library) [22] is a library of programming functions 
focused mainly on real-time computer vision. The library is cross-platform and free to use under the 
Apache 2 open source license. We have used OpenCV for GPU acceleration of real-time operations. 

General

ModellingTraining



Matplotlib [23] is a library for the Python programming language, used by us to create and display 
graphics. This library provides an object-oriented API for embedding graphics into applications. Its 
functionality is quite extensive, and a big advantage of Matplotlib is the support of the NumPy 
library, which provides a wider range of uses. To avoid conflicts with installed libraries, we used the 
Anaconda software package, which allows us to create a compact development environment and 
avoid conflicts in installed packages. 
 

 
Figure 2: Detail training block-scheme of compressed images restoring resolutions software for 
video surveillance systems  



 
 

4. Result and discussion 

The network was trained on the dataset [24] on 7000 images. At the preprocessing stage, all 
images were reduced to the same size and an additional dataset was created, which was based on the 
original - it consisted of images of the dataset, the resolution of which was artificially reduced. 

The generator, in the process of training, aimed to expand the resolution of images from the 
created dataset, and the discriminator compared the generated image with the original and adjusted 
the operation of the generator. The training was conducted for 500 epochs. 

Four networks were trained: 
• in the first network, pixel-by-pixel loss is selected as a loss function for the generator 
• in the second network as a loss function for the generator selected perceptual loss, which is based 

on the network VGG16 
• in the third network as a loss function for the generator selected perceptual loss, which is based 

on the network VGG19 
• in the last network as a loss function for the generator selected perceptual loss, which is based on 

the network ResNet 
GAN training is very complex and requires a high level of computing power. Therefore, to speed 

up the training process, it was conducted on a video card. 
The first problem was the installation of the necessary versions of libraries that would allow for 

network training on GPUs. This is due to the fact that for different graphics processors there are 
different software and hardware architectures of parallel computing. 

Another problem was the training itself. Due to the complex structure of the resulting networks 
and the number of filters, it became necessary to impose restrictions on the size of the input image. 
This is because the GPU has limited memory of its own. 

5. Conclusion 

The network topology with variations of loss functions with the help of which GAN networks 
were trained was proposed. An important part of network training is to assess the similarity between 
the restored image and the original. The paper proposes to use two variations of the loss function: 

1. loss function, which estimates the pixel-by-pixel similarity of the restored image 
2. loss function, which estimates the perceptual similarity of objects in the image. Perceptual 

similarity is assessed using previously trained networks, namely: VGG16, VGG19 and ResNet. 
The results of the training showed that the network with perceptual loss function, which used the 

VGG16 network, performed the best. Images restored with this grid showed detail restoration without 
significant blurring of object boundaries and significant granulation effect. The network with the 
perceptual loss function, which used the ResNet network, showed the worst results. This is due to the 
fact that the ResNet network is very sensitive to the input parameters, which changed greatly after 
passing all the hidden layers of the proposed model. This technology is very promising and requires 
further research to increase the level of information security of financial transactions through video 
surveillance. Due to the complexity of the training and the limitations of the equipment available, the 
training was limited in size and in a relatively small number of epochs (500). Therefore, one of the 
main ways to improve the results is to increase the number of training epochs and increase the 
standard image size while reducing the image compression parameter. 
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