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Abstract  
The work presents the results of bidirectional long short term memory (BiLSTM) neural 
network with conditional random fields (CRF) architecture for named entity recognition 
(NER) problem solving. NER is one of the natural language processing (NLP) tasks. The 
NER solution allows to recognize and identify specific entities that are relevant for searching 
in particular data domain. The generalized NER algorithm and neural approach for NER with 
BiLSTM-CRF model are presented. The use of CRF is responsible for prediction the 
appearance of searched named entities and improves the recognition quality indicators. The 
result of the neural network processing is input text information with recognized and 
designated named entities. It is proposed to use weakly structured resume text information to 
conduct experiments with BiLSTM-CRF model for named entities recognition. Ten types of 
named entities are chosen for neural network processing, such as: person, date, location, 
organization, etc. Own created corpus of resume documents marked manually was used as a 
data set for BiLSTM-CRF neural model training, validation and testing. Analysis of the 
adequacy of the proposed approach was carried out using precision, recall and balanced 
measure F1 metrics. The average recognition values on the testing set were: precision 
79,06%, recall 71,51% and F1 75,09%. The best recognition scores were obtained for named 
entity “date”: precision 92,12%, recall 81,60%, F1 86,54%. The developed neural model and 
software have practical value for solving problem of resume summarizing and ranking 
candidates for work as they can be used to form an array of incoming data.  
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1. Introduction 

Named entity recognition is one of the many tasks of natural language processing – a generalized 
trend of artificial intelligence and mathematical linguistics, which explores the problems of computer 
analysis and synthesis of natural languages [1]. A named entity is a sequence of words that can be 
assigned to a specific category. The problem of named entity recognition involves searching, selecting 
certain continuous fragments in the input text, and correlating the found fragments with an established 
set of named entities. A description of the task of searching for named entities was first presented in 
1996 at the Sixth Message Understanding Conference (MUC-6) [2]. The formulated task involved 
finding and identifying six entities in the text: names of persons, names of organizations, geographical 
names, dates, monetary amounts, and percentage values. Identification of these entities in the text was 
recognized as one of the most important subtasks of natural language processing. After setting the 
NER problem, the idea of searching for certain entities was transferred to various data domains and 
languages. To date, NER is used for texts of various topics, and the set of named entities itself was 
proposed to be formed taking into account the functional requirements of each specific task. The most 
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popular application fields of NER are event recognition from news, patient data extraction from 
medical documents, publication analysis on social networks.  

2. Related works  

Many methods are used to solve the NER problem, however, methods using neural networks and 
machine learning show better results for various languages and text document corpus [1]. In the works 
[3-4], the neural network approach to NER is used to search for named entities in the field of 
medicine, such as disease, drugs, and symptoms, appearing in publications on the Twitter social 
network [3] and obtained from medical records of the Spanish Meddocan system [4]. And in the work 
[5], the named entities hacker, hacker group, program, virus, device, etc. are searched for to solve the 
problem of data labeling and extraction in the field of cybersecurity.  

In the works [6-9], the authors justify the feasibility of using BiLSTM-CRF neural networks to 
solve the NER problem by comparing the recognition results using different neural network 
architectures: Recurrent Neural Networks (RNN), Document Context Language (DCLRNN), Long 
Short-Term Memory (LSTM), Bidirectional LSTM (BiLSTM), LSTM with Conditional Random 
Fields (CRF), BiLSTM-CRF. The quality of recognition largely depends on the data set that is used 
for training, validation, and testing the neural model. In studies that use prepared training document 
corpora, such as Switchboard Dialog Act Corpus (SWDA) [7], Sec_col, BioCreative V CRD corpus 
[8], FactRuEval 2016, Gareev’s dataset, Person 1000 [10], Wiki-727, Choi, RST-DT [11-12], 
People’s Daily data [13] – recognition accuracy is on average 90%. The recognition quality obtained 
on data sets formed and labeled by the authors manually [5, 14-15] is significantly lower – on average 
60-80%, and for some named entities it is about 30%.  

The main purpose of this paper is to present the results of the neural network implementation for 
NER and the quality evaluation of the proposed solutions on the example of low-structured rezume 
information. To achieve this purpose, the following tasks were completed: 

• Defining a set of named entities and forming an incoming document corpus; 
• Labeling a text corpus with a set of named entities and preprocessing of incoming data; 
• Development, implementation, and training of the BiLSTM-CRF neural network model; 
• Testing and evaluating the quality of NER. 
The choice of a resume as a dataset for NER is justified by the fact that the texts of various 

resumes can be found in the public domain on job search websites, they are created in a weakly 
structured form suitable for solving the NER problem. Despite the fact that a resume document is only 
2-3 pages of text information, such documents are full of dates, names of organizations and locations, 
and may contain a lot of additional information – information noises that are irrelevant to the purpose 
of recognition. In addition, the solution of the NER problem on the resume document corpus is of 
practical value, since the resulting recognition data allow to automatically form a database of job 
candidates. The proposed solutions and the developed software are justified for use in data domains 
with a large mass of incoming information flows, for example, for recruitment agencies.  

3. Models, methods and technology 

For implementation by the natural language processing mechanism and named entity search, 
various machine learning methods are used to find complex patterns in incoming data sets. The 
analysis of the scientific literature shows the prospects of using BiLSTM for the NER problem. 

3.1. BiLSTM-СRF neural network  

A BiLSTM network is a neural network that is built on the principles of LSTM. LSTM is a special 
architecture of the Recurrent Neural Network, which is able to study long-term dependencies, 
proposed in 1997 by S. Hochreiter and Y. Bengio. LSTM has the form of a chain of repeating 
modules, the cell of which is able to calculate the current hidden state ht based on the current vector xt, 
the previous hidden state ht-1, and the previous state of the cell ct-1. LSTM consists of c – memory cell 



and three cell gates: i – input gate, o – output gate, f – forget gate, that have the same size as hidden 
vector h and are calculated as follows: 

𝑖𝑖𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ𝑥𝑥ℎ𝑡𝑡−1 + 𝑊𝑊𝑐𝑐𝑥𝑥𝑐𝑐𝑡𝑡−1 + 𝑏𝑏𝑥𝑥), (1) 
𝑓𝑓𝑡𝑡 = 𝜎𝜎�𝑊𝑊𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ𝑥𝑥ℎ𝑡𝑡−1 + 𝑊𝑊𝑐𝑐𝑥𝑥𝑐𝑐𝑡𝑡−1 + 𝑏𝑏𝑥𝑥�, (2) 
𝑐𝑐𝑡𝑡 = 𝑓𝑓𝑡𝑡𝑐𝑐𝑡𝑡−1 + 𝑖𝑖𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑊𝑊𝑥𝑥𝑐𝑐𝑥𝑥𝑡𝑡 + 𝑊𝑊ℎ𝑐𝑐ℎ𝑡𝑡−1 + 𝑏𝑏𝑐𝑐), (3) 
𝑜𝑜𝑡𝑡 = 𝜎𝜎(𝑊𝑊𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡 +𝑊𝑊ℎ𝑥𝑥ℎ𝑡𝑡−1 +𝑊𝑊𝑐𝑐𝑥𝑥𝑐𝑐𝑡𝑡−1 + 𝑏𝑏𝑥𝑥), (4) 

ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡ℎ(𝑐𝑐𝑡𝑡), (5) 
where σ – the sigmoid function element, Wxі, Wxf, Wxo, Wxc – the weights between current vector and 
gate vectors; Whi, Whf, Who, Whc – the weights between hidden vector and gate vectors; Wсі, Wсf, Wсo – 
the weights between cells and gate vectors, that are diagonal, so element k in each gate vector only 
receives input from element k of the cell vector [6]; b – biases.  

The forget gate is a sigmoid layer that decides what information does not have to be saved in the 
memory cell. The input gate determines which values must be updated in the memory cell, and the 
tanh-layer builds a vector of new values of candidates that can be added to the memory cell. After 
updating the state of the memory cell, a decision is made about the output data. To do this, a sigmoid 
layer is applied to the memory cell, which decides what information to output, then the values from 
the memory cell pass through the tanh-layer so that only the required information is output.   

The main difference between BiLSTM and LSTM is that in LSTM, for each vector xt, the hidden 
state ht receives only past information. Whereas the BiLSTM architecture allows taking into account 
both the forward context ℎ𝑡𝑡���⃑  and the backward ℎ𝑡𝑡�⃐��context by concatenating them. In this case, the left 
context is calculated first, then the right context is calculated in the opposite direction, after which the 
results of these actions are combined to form a complete representation for the input sequence 
element [16]: 

ℎ𝑡𝑡 =ℎ𝑡𝑡���⃑ ⨁ ℎ𝑡𝑡�⃐��. (6) 
A characteristic feature of the BiLSTM architecture is that it is able to learn long-term 

dependencies and has minimal requirements for the learning process [13]. 
In the works [4, 6–8, 10–13, 16] the efficiency of adding a CRF layer to the BiLSTM architecture 

is proved to optimize the calculation of the probability of appearance of the searched named entities 
and to improve the quality indicators of NER in general. The CRF layer is a discriminative 
probabilistic model that takes into account the context of the object being classified and is used to 
predict sequences [17]. 

Let x=(x1,..., xt) be the set of an incoming text sequence of length t, for example, a set of words in a 
sentence. Then y=(y1,..., yt) is the set of corresponding labels (for example, y1 = “Person”). The set x 
and the set y form the set of random variables V=x∪y. Then, to solve the problem of correlating an 
element of the incoming sequence with a named entity, the conditional probability 𝑝𝑝(𝑦𝑦|𝑥𝑥) needs to be 
determined.  

The potential function is calculated as follows [18]: 
𝜑𝜑�𝑥𝑥{𝑘𝑘}� = 𝑒𝑒𝑥𝑥𝑝𝑝(∑ 𝜆𝜆𝑘𝑘𝑓𝑓𝑘𝑘(𝑦𝑦𝑡𝑡−1,𝑦𝑦𝑡𝑡 ,𝑥𝑥, 𝑡𝑡)𝑘𝑘 ),  (7) 

where 𝑓𝑓𝑘𝑘(𝑦𝑦𝑡𝑡−1,𝑦𝑦𝑡𝑡 ,𝑥𝑥, 𝑡𝑡) – an arbitrary feature function, which has following parameters: a label of the 
t-1 node, a label of the t-th node, an input set x, a position of predict node t, λk – a learned weight for 
each feature function, which algorithm will improve during processing.  

The purpose of the feature function is to express a specific characteristic of the sequence 
represented by the data point. Each feature function is based on the label of the previous word and the 
current word and is either 0 or 1. To construct a conditional field, each function is assigned a set of 
weight factors λk. Then as a conditionally random field is considered a probability distribution of the 
following type: 

𝑝𝑝(𝑦𝑦|𝑥𝑥) = 1
𝑧𝑧𝑥𝑥
𝑒𝑒𝑥𝑥𝑝𝑝�∑ ∑ 𝜆𝜆𝑘𝑘𝑓𝑓𝑘𝑘(𝑦𝑦𝑡𝑡−1,𝑦𝑦𝑡𝑡 , 𝑥𝑥, 𝑡𝑡)𝑘𝑘𝑡𝑡 �,  (8) 

where zx – a normalization coefficient that can be found as:  
𝑍𝑍(𝑥𝑥) = ∑ 𝑒𝑒𝑥𝑥𝑝𝑝𝑦𝑦 �∑ ∑ 𝜆𝜆𝑘𝑘𝑓𝑓𝑘𝑘(𝑦𝑦𝑡𝑡−1,𝑦𝑦𝑡𝑡 , 𝑥𝑥, 𝑡𝑡)𝑘𝑘𝑡𝑡 �. (9) 

To use conditionally random fields, the necessary functions are first defined by initializing weights 
to random values, and then a gradient descent is applied iteratively until the parameter values (in this 
case, Lambda values) converge. Unlike other statistical methods, the CRF method requires a much 



smaller training sample, since a statistically significant combination can be defined as a set of 
connected vertices for the object under study.  

3.2. BiLSTM-CRF model application for the resume named entity 
recognition 

The generalized NER algorithm, which assumes machine learning, consists of the following steps: 
1. Setting the problem in terms of a specific data domain: selecting named entities and an array 
of data to search for them. 
2. Input data pre-processing. 
3. Creating a neural network of a specific architecture.  
4. Training, validation, testing, optimization of hyper parameters of the developed neural 
network. 
5. Using the trained neural network to solve the problem.  
Figure 1 shows an overview of the information data flows from receiving input information to 

displaying specified named entities search results. 
 

 
Figure 1: Generalized data flows scheme  

 
The BiLSTM-CRF neural architecture (fig. 2) was tested on the example of solving the NER 

problem in a weakly structured text information of a resume.  
 

 
Figure 2: BiLSTM CRF neural network architecture  

 



The figure 2 shows the architecture of the BiLSTM-CRF neural network with selected layers. 
After the input sequence has been included in the LSTM layer, probable estimates are calculated 
which reflect belonging to the label. Then these results are sent to the CRF layer, where these values 
are corrected. CRF decides which label the input value should be attributed to. The CRF layer 
contains a graph of the probabilities of transitions between labels that were acquired as a result of the 
training. 

The developed software generates an array of incoming information for further resume 
summarizing, search, and ranking of suitable employees. As named entities in the data domain, 10 
labels were selected: “Person” – data on the surnames, names, patronymics of people; “Phone” – 
phone numbers in the international format; “E-mail” – electronic mail addresses; “Date” – dates in 
various formats relating to the date of birth, dates of education and work; “Location” – names of 
geographical objects, such as locations of educational institutions and corporate employers; 
“Organization” – names of organizations, such as names of educational institutions or corporate 
employers; “Job title” – position names; “Education major” – titles of specialties and areas of 
education; “Education degree” – levels of education or qualification; “Job description” – description 
of the skills and professional competencies.  

The main goal of the pre-processing stage of incoming data is to clear them, consolidate them, and 
transform them into a format suitable for transmission to a neural network. The algorithm for pre-
processing data for modeling the operation of the BiLSTM-CRF neural model includes the following 
steps: 

1. Formation of the corpus of resume documents. 
2. Tokenization of the incoming sequence. 
3. Word embedding.  
The resume corpus was formed based on open data from job search websites and consists of 160 

text resume files, labeled manually with selected named entities, used for training, validation, and 
testing of the BiLSTM-CRF model. The average number of characters in each resume is 
approximately 5000 characters, and the average number of words in one resume is up to 1000. 

The pre-processing of incoming text information begins with tokenization – splitting the raw 
text into smaller blocks – tokens. Depending on the algorithms for splitting the incoming text into 
tokens, there are different methods of tokenization. In this paper, we use the Treebank Word 
Tokenizer algorithm [19], in which tokens are words defined on the basis of punctuation marks and 
white-space characters, and words with apostrophes and time periods are divided into their 
component parts. After tokenizing the incoming text, the received tokens are processed, which 
includes validation with regular expressions, for example, validation of hyperlinks, emails, phone 
numbers, dates, numbers, etc. Pre-defined characters, such as punctuation marks, defined as 
separate tokens by the Treebank Word Tokenizer algorithm, are also removed from the token list. 
Tokens that have passed validation are stored in a dictionary – a data structure of the key-value 
format, where the value is a token, and the key is a position of the token in the original text 
sequence.  

In order to make the generated dictionary tokens suitable for transmission to a neural network, 
they must be converted to a vector form by implementing the word embedding. The word 
embedding allows matching an incoming word with a vector that displays its meaning in the space 
of semantic information. In 2013, T. Mikolov proposed an approach to the word embedding, which 
was called Word2Vec, it collects statistics on the co-occurrence of words in phrases, then uses 
neural network methods to solve the problem of reducing the dimension, and outputs compact 
vector representations. In this paper, the Skip-gram algorithm of the Word2Vec technology was 
applied. The Skip-gram algorithm uses the current word from the dictionary to predict the 
surrounding words. It was chosen because it is effective for small training sets [20]. In this paper, 
the dimension of the vector representations is [300 x n], where n is the number of values in the 
dictionary. 

The resulting vector representations are fed to the input of the BiLSTM-CRF model, the 
hyperparameters of which are presented in Table 1.  
 
 
 



Table 1 
BiLSTM-CRF neural model hyper parameters 

Hyper parameter Values 

Layers 2 
Units  512 
Epochs  24 
Learning rate 0.001 
Dropout 0.5 
Mini batch mode 8 

 
At the output, the model returns a projection on the input text, where each element of the sequence 

corresponds to the number of the named entity or is classified as a common text.  

4. Experiment, Results and Discussions 

The model was trained on a sample of data consisting of 100 resumes. The goal of the training was 
to reduce the loss function value and get a matrix of weights with which this value was obtained. 
Since in this paper, a relatively small training set was used to avoid over-training the neural model, 
the training phase was carried out using a training and validation data set. The resume corpus was 
divided into three non-overlapping subsamples of data: 100 – for training the model, 30 – for 
validation, and 30 – for testing. A validation set is an auxiliary set that is used not to change the 
network weights, but to determine the optimal values of hyperparameters. The use of the validation 
set makes it possible to determine the moment when the neural network begins to over-train and 
determine the number of training iterations – epochs, at which the value of the loss function will be 
minimal, and the neural network will produce the most accurate results [21]. In this paper, the 
following condition was determined: if the value of the loss function on the training data set 
decreases, but on the validation data set it remains unchanged or increases during n epochs, then this 
is the moment when the training of the system must be stopped. At n=5, the model was trained for 24 
epochs. The training time was approximately 2 hours, taking into account that the incoming data set 
was divided into 8 parts, according to the number of processor cores of the computer on which the 
training was performed. After completing the training phase using the training and validation sets, a 
testing set was transferred to the model to determine the quality of the created model.  

To assess the quality of named entity recognition the following metrics were used: precision (P) as 
a measure of quality, recall (R) as a measure of quantity, and F1-score (F1) as a balanced feature of 
the model considering the values of P and R. P determines the ability of the model not to classify 
unnamed entities as named entities. R determines the ability of the model to correctly recognize 
named entities in the data set, regardless of whether irrelevant results also return. To determine the 
values of these metrics, the following concepts are introduced: 

• True Positive (TP) – the number of tokens that are a specific named entity and are correctly 
recognized; 
• True Negative (TN) – the number of tokens that are not a named entity and are correctly 
recognized; 
• False Positive (FP) – the number of tokens that are not a named entity but are recognized as a 
named entity (incorrectly recognized); 
• False Negative (FN) – the number of tokens that are a named entity but are not recognized.  
Then the values of the metrics can be determined by the formulas [22]: 

𝑃𝑃 =
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝐹𝐹𝑃𝑃
, (10) 

𝑅𝑅 =
𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹
, (11) 

𝐹𝐹1 = 2
𝑃𝑃 ∗ 𝑅𝑅
𝑃𝑃 + 𝑅𝑅

, (12) 



For each resume from the test data set, the values of P, R, and F1 were calculated, the average 
values of these metrics were P≈79%, R≈71.5%, and F1≈75%. Table 2 presents the results of the 
quality evaluation of each named entity recognition on a test dataset. 
 
Table 2 
Results of named entities recognition quality evaluation  

Named Entity 
Testing 

P R F1 
Date 
Person 
Location 
Organization 
E-mail  
Education degree  
Edu_major 

0,9212 
0,9136 
0,8500 
0,8247 
0,7410 
0,8230 
0,7572 

0,8160 
0,6267 
0,7334 
0,6740 
0,7190 
0,7856 
0,7135 

0,8654 
0,7434 
0,7874 
0,7418 
0,7298 
0,8039 
0,7347 

Phone 0,8832 0,8129 0,8466 
Job title  0,6400 0,6419 0,6409 
Job description 0,5530 0,6287 0,5884 
 
From the data presented in Table 2, it can be concluded that the obtained values of P, R, and F1 

demonstrate the high ability of the proposed BiLSTM-CRF model to recognize selected named 
entities in a given data domain. The named entities Date, Person, Location, Organization are widely 
used, and the results of their recognition were compared with the works of authors who used the 
BiLSTM-CRF model on their own manually labeled text document corpora. The results of the 
comparison justify the adequacy of the proposed solutions.  

The maximum values of P, R, and F1 are obtained for the named entities “Date” and “Person”, and 
the lowest values are obtained for “Job Title” and “Job Description”. The low recognition rates for 
“Job Title” and “Job Description” are related to the peculiarity of these entities – they are text data 
with weak semantic links to the surrounding context. In addition, it should be noted that for “Job 
Title” and “Job Description”, the recall value exceeds the precision value, which indicates that the 
model is able to recognize these named entities but poorly copes with finding differences of found 
named entities from the others.  

The ways to improve the performance of the neural network with the unchanged BiLSTM-CRF 
architecture are the expansion of the corpus of resume documents used for training, validation, and 
testing of the network, the selection of hyperparameters, and the optimization of the pre-processing 
stage of incoming data.  

To implement the described algorithms, the BiLSTM-CRF architecture, and the user software 
application, the Phyton programming language, the NLTK library, and PyTorch were used. To get 
NER results in a resume, the user must specify the path or file name to the resume text. At the output, 
the user receives the resume with found named entities marked with different colors. The obtained 
data are the basis for the implementation of automatic resume summarizing mechanisms, data 
analysis, resume ranking, and search for candidates with a different combination of incoming 
parameters. 

5. Conclusions  

In this paper, the problem of named entity recognition is formulated as one of the most popular 
problems of natural language processing. The search, recognition, and extraction of named entities 
find practical application in the tasks of text annotation and summarizing, named entities linked, 
creating chat-bots, sentiment analysis of information, etc. NER results are used for the automatic 
processing of data from social networks to predict people's intentions, the data extraction from 
medical electronic patient records, in the field of cybersecurity. 



The generalized neural network algorithm for solving the NER problem consists of the following 
steps: setting the problem in terms of a given data domain, defining a set of named entities to search 
for, forming an incoming corpus of documents; pre-processing incoming data to be transferred into 
the neural network; creating a neural network of a certain architecture, training and testing it; 
analyzing the data obtained. The paper describes the BiLSTM-CRF architecture of a neural network 
and the peculiarities of its application for solving the NER problem.  

To conduct experiments using the BiLSTM-CRF architecture, a corpus of text resumes consisting 
of 160 documents, manually labeled, is used as input data. For the search, 10 types of named entities 
are defined that are of value when analyzing resume data. The resume corpus was divided into three 
parts for training with validation and further testing of the neural network. The Precision, Recall, and 
F1-score metrics were used to evaluate the network performance. The average values of these metrics 
for data from 30 resumes of the test dataset were P=79.06%, R=71.51%, and F1=75.09%. Their 
values show the high ability of the BiLSTM-CRF network to recognize specified named entities in a 
given data domain.  

The described algorithm for solving the NER problem, the algorithm for pre-processing incoming 
data, and the presented approach to using the BiLSTM-CRF architecture are universal and can be 
applied to solving NER problems for various data domain and named entities. It should be noted that 
the quality of the neural network approach for NER solution largely depends on the input data pre-
processing results, formed input documents corpus, learning dataset size, and requires a search for 
hyper parameters for each particular tasks. High quality tokenization and the use of additional 
dictionaries, like geographical location, can positively affect the rate of recognition and named 
entities classification. Manual labeling of the training dataset with named entities is time consuming 
and can be optimized by using automated tagging software. 

The results of the experiments prove the existence of prospects for further development of the 
developed software application for solving applied problems of natural language recognition. 
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