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Abstract. We consider the main aspects of semantic technologies applied to ob-
tain information from Big Data and use of these technologies in representation 
and analysis of metadata that describe Big Data. existing metadata standards 
and their usage for Big Data are analyzed. Data Mining methods usage allows 
to acquire the necessary knowledge from unstructured elements of such metada-
ta. Background knowledge about user task can be used  for structuring of 
metadata elements and acquisition of information about information objects re-
quired by user. Ontological approach provides interoperability of such back-
ground knowledge. We propose to use semantic Wiki resources as a source of 
personified ontologies that represents current user needs in Big Data analysis. 
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1 Introduction 

The main goal of Big Data metadata usage is to describe their context, content and 
structure, as well as managing methods and accumulation of their history. Metadata 
management has to provide data protection from loss, unauthorized deletion, saved or 
destroyed, and access to such management must be organized through the allocation 
of access rights and compliance with certain security rules. The Big Data semantics is 
reflected usually in unstructured natural language (NL) descriptions that are part of 
metadata, therefore the processing of such information requires much more effort than 
the processing of structured information. It causes an interest to research  work di-
rected at analysis of Big Data meta-descriptions structuring with use of existing 
metadata standards. 

2 Metadata and their properties 

Metadata in the broadest sense is data that provides information about other data. But 
such a definition is too simple and unconstructive. Metadata has various purposes. It 
helps users find relevant information and discover resources. It also helps organize 
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electronic resources, provide digital identification, and archive and preserve re-
sources. Wikipedia defines metadata as data from a formal top-level system that de-
scribes some data system as structured data that characterizes certain entities for their 
identification, retrieval, evaluation and management [1]. Metadata is a separate type 
of information resources (IR) that require specific means of representation, creation 
and processing (here IR is comprehended as any entity that is capable to transmit and 
store information or knowledge [2]).  

Although creation of metadata was originally intended only to describe data, re-
cently metadata is used to describe a wide variety of IRs  and information objects 
(IOs) described by IRs – conceptual diagrams, ontologies, thesauri, cloud services, 
IoT devices, organizations, etc. Use of metadata  allows to characterize the life cycle 
of information, actions and needs of different subjects of data processing. Metadata 
can be used to specify the semantics of IRs and IOs (e.g., to describe the model of 
domain at the semantic level with use of ontologies, taxonomies, thesauri, etc.) that 
can be processed by intelligent information systems (AAS). Conceptual modeling 
languages of different levels of formality (RDF, OWL, OWL2 ontology languages) 
are used for such specifications. 

Metadata were used long before the advent of computer systems in various ar-
chives and library catalogs. Examples of such metadata are bibliographic descriptions 
of the literature sources used in publications and annotations of articles. It should be 
noted that such "pre-computer" metadata mainly characterize NL IRs but can be used 
for other IO (e.g., film annotations). 

The development of information technologies causes a significant expansion of 
metadata functions and their diversity. Metadata representation and management tools 
created for various types of IOs and information systems (IS) with various functions 
depends  both on the purpose of these ISs and their implementations. The semantics 
of metadata, their functions and means of their representation are determined by the 
information technologies used to create such IRs, and the specifics of the software 
and IRs processed by these IRs. The spread of electronic libraries [3] where IRs of 
different types are stored, data repositories and knowledge bases that implement Se-
mantic Web technologies [4] has caused increasing interest in the semantization of 
metadata [5]. In addition, IR interoperability and reuse cause the need in metadata 
exchange between different ISs. 

Although a huge number of publications have been devoted to metadata in recent 
years. Problems related to the creation of metadata systems for specific research do-
mains and areas of activity, development of electronic libraries, various repositories 
of digital information objects, information systems for specific areas of application 
are most often discussed. but systematic analysis of metadata general properties and 
functions is not in focus of attention. Moreover, researchers use a large number of 
non-integrated metadata definitions that reflect different points of view on this term 
and on the scope of metadata use. Comparison of such definitions and specifics of 
their application is considered  in [6]. 

Metadata is information that makes data useful [7]. This definition describes the 
scope of metadata, but is too general for practical use. E.g., for Big Data it defines the 
role of metadata, but does not specify the requirements for ways of their practical 
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representation. Metadata is intended both for computer processing and for human 
interpretation of information about digital and non-digital objects [8]. In [9], metadata 
is defined as structured data that contains the characteristics of the entities for the 
purposes of their identification, retrieval, evaluation and management. Metadata can 
be considered as a structured data that describes IR characteristics.  

These properties of metadata influence on ways of their representation, that is, 
metadata provides  the basis for data structuring, but such structuring can be both 
formalized (computer-oriented) and informal (user-oriented). Thus, the use of metada-
ta is directly related to the processing of unstructured and semistructured information 
and to determine the level of data structuring. It should be noted that the metadata 
used to describe Web IRs are usually semistructured, but they correspond to some 
standards and consistent models which ensure their operational interoperability in a 
heterogeneous environment [10]. 

In [11] metadata is defined as any descriptive information about other data sources 
that contributes to the organization, identification, presentation, location, interopera-
bility, management and use of this data. Thus, metadata not only describes the com-
position of data, their structure and characteristics (place and time of storage, format, 
etc.), but also characterizes the information technology that supports this data, access 
methods and users. 

Metadata definition proposed in [12] characterizes not IR as a whole, but a certain 
element of data related to this IR. This approach dealt with IOs is most in line with 
the specifics of Big Data storing in large repositories because it provides identifying 
of data subset with selected properties  that is pertinent to a particular user task. 

If metadata determines the semantics of information then it can be used to improve 
its search and retrieval, understanding and use. E.g., [13] considers the use of ontolo-
gies and thesauri for semantic annotation of IR and their elements oriented on ma-
chine learning and knowledge acquisition techniques. Depending on the purposes of 
annotation, ontologies of different complexity can be used (from controlled dictionar-
ies and glossaries to ontologies with complex set of relations). Thesauri and con-
trolled dictionaries can be used in document comments. These  dictionaries are not 
completely formal (e.g., the semantics of  relations between their terms are not de-
fined formally), and such annotations usually indicate terms from a limited dictionary 
that can be used to improve search. Examples of such dictionaries are MeSH (Medical 
Subject Headings) (http://www.nlm.nih.gov/mesh/meshhome.html) and TGN, 
(http://www.getty.edu/ research / tools / vocabulary / tgn / index.html). 

Dublin Core (http://www.dublincore.org/) is an example of a lightweight ontology 
that is used to specify the characteristics of electronic documents. Now this ontology 
is most widely applied for metadata semantization.  

FOAF (Friend of a Friend) (http://www.foaf-project.org/) is an other lightweight 
ontology aimed at creating an annotated network of homepages for people, groups, 
companies, etc. It is implemented in RDF Schema and contains such basic classes as 
agent, person, organization, group, project, document, image, as well as some basic 
properties of instances of these classes. 

The OntoWeb (http://www.ontoweb.org/) and KnowledgeWeb 
(http://knowledgeweb.semanticweb.org/) ontologies  describe people, organizations, 
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projects, publications, etc., and are commonly used for meta-descriptions of publica-
tions of international conferences of the EU. 

The specific composition of metadata functions depends on the characteristics of 
IS that uses them, the nature of IR processed by this IS and of IOs described by this 
metadata, the basic information technology of the system, the needs of IS users and 
many other factors. But in general we can consider some fixed set of metadata proper-
ties and define their values for every concrete implementation.  

Metadata properties: 
1. Relativity of IR differentiation into data and metadata –  metadata for one IR can

be considered as data in another, and vice versa. E.g., the ontology used to annotate 
NL text is an element of metadata, and the same ontology in the ontology repository 
[14] is data.

2. Multilevel description of IR properties: any IR can be  described in terms of
some more abstract system of concepts that can form a hierarchy of levels, i.e. lower-
level metadata is described with use of higher-level metadata. Such metadata hierar-
chy can include arbitrary number of levels. E.g., the Meta Object Facility (MOF) 
standard [15] has three levels and Dublin Core has two levels. 

3. Heterogeneity of IRs, IOs and data that can be described by metadata: the prop-
erties that allow characterizing metadata depend on the specifics of the data and the 
scope of their use. 

4. Alienability of metadata from IR: metadata can be stored independently and au-
tonomously or be embedded in the IR that they characterize. Examples of autonomous 
metadata: database schemas, ontology repositories. Examples of embedded metadata: 
HTML-markup Web pages, Wiki-markup, annotation of the article in the document, 
glossary contained in the text of the standard specification. If unstructured metadata is 
embedded in NL document, it is necessary to extract this information from the text for 
computer processing. 

5. The degree of content dependence is determined by the specifics and meaning of
the metadata itself. E.g., the date of creation and storage of document, the type of file 
in which it is contained, page URLs do not depend on the content. Document annota-
tion, statistical characteristics of text (frequency characteristics of word occurrences 
of the dictionary, text length etc.) are determined by the content. 

6. The degree of domain dependence is determined by the objectives of metadata
creation: meta-descriptions created by expressive means of standards that are not 
focused on any specific domain can be used extensively but such approach reduces 
the expressiveness of metadata. Specialized meta-descriptions (e.g., in various fields 
of scientific research, museum work and education) can be used only in  certain do-
main but take into account the specifics of the data of this domain. Therefore domain-
specific metadata standards are developed for domain where metadescriptions play a 
significant role in data processing.  

7. The degree of structuring is determined by focus of metadata processing.
Metadata can consist of structured and unstructured elements. Metadata oriented on 
human users can be both structured and non-structured, e.g., they can be represented 
by NL texts (annotations, abstracts, etc.). Computer   processing causes the use of 
structured metadata that can be analyzed automatically in different ISs.  
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8. The level of granularity of the IR description determines what elements of IR
are described by metadata. These elements can be collections of IRs as a whole, indi-
vidual IRs, documents and individual elements of documents –  IOs contained in 
these documents. E.g., metadata can describe portal based on Wiki technology, indi-
vidual Wiki pages and IOs from these pages represented by Wiki templates. 

9. The degree of dynamism is determined by the conditions under which and how
often metadata can be changed. E.g., the database schema is relatively unchanged and 
static, while the catalogs of the electronic library change when new IOs are included 
into them. Changes of metadata can be caused by changes of existing data (additions, 
deletions, edits) or by new records added while preserving the previous ones. 

10. The degree of formalization is determined by the means used to represent
metadata. Metadata  representation can be based on expressive means with varying 
degrees formalized –  natural languages, semi-formal languages (e.g., NL with a lim-
ited vocabulary), a set of metadata elements from some ontology (e.g., from  the Dub-
lin Core of FOAF), formal languages (e.g., OWL language [16]). 

There are many other properties of metadata that can be considered in various stud-
ies (e.g., presentation tools, storage methods, and explicit representation), but they are 
not fundamental for describing Big Data and therefore we do not  considered them in 
this paper. 

Such set of properties provides the basis for comparison of various solutions and 
their matching with user aims. We can compare existing metadata systems from the 
viewpoint of user task that has been solved on base of information described by this 
metadata. It can help in identifying which metadata schemas should be applied in 
order to meet the needs of the information creators and users.  

E.g., if we try to select some subset of Big Data for analysis then the granularity is
defined by type of IOs that we want to process. 

Unfortunately, present metadata systems have some common disadvantages [17] 
that complicate data processing: 

- low efficiency of information recovery in metadata systems;
- inconsistent input of metadata changes, which causes to inconsistencies and

duplication of information;
- insufficient automation of the metadata management;
- focusing on work with one fixed type of information (IRs or IOs with fixed set

of properties);
- lack of a unified metadata model for all types of IOs;
- lack of common understanding of the base unit of metadata description –  an

instance of metadata, which is described by a set of parameters that do not in-
tersect with other sets described by other metadata;

- incompleteness  of metadata elements set which usually do not contain infor-
mation about the means of data processing and storage.
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3 Structured and unstructured data 

Unstructured data (USD) is information that does not have a predefined data model 
with formally fixed elements and relations [18]. Such uncertainty leads to problems 
related to its storage (traditional databases are not designed for such uncertainty) and 
analysis. Today USD  is potentially the greatest source of new knowledge, and the 
volume of USD influences the  accuracy of the results. The properties of USD and the 
means of their processing are analyzed in more detail in [19]. The most usable part of 
USD consists of NL texts. 

 NL information is a sequence of words of natural language (NL) of arbitrary 
length, combined according to poorly formalized linguistic rules and represented in 
electronic form. Such data can be analyzed as USD due to the fact that structural ele-
ments contained into NL data are not explicitly represented, and therefore their acqui-
sition requires a lot of time and efforts. 

If some elements of metadata do not have a formalized structure, then acquisition 
of the necessary information from this element needs in use of methods that focus on 
the analysis of USD. The main part of Big Data semantics is represented by NL anno-
tations and descriptions, and therefore analysis of Big Data meaning and score of use 
is defined by methods NL-oriented processing of USD.  

USD analysis can use semantic markup to associate IR or IO elements with ontol-
ogy elements (e.g., a fragment of NL text is associated with a class or instance of an 
ontology class, and another element is associated with the value of its property). But 
direct application of ontologies for IR semantics is not easy because the main part of 
users is not specialists in ontological analysis. Therefore, it is more useful to use sim-
pler markup instruments, such as semantic Wiki markup. Such semantic wikification 
can be performed by both domain experts and technical staff. In this case, the problem 
of IR semantization is divided into the set of simpler subtasks: 

1. selection or construction of the domain ontology of O, used as a structure of the
IR database (this subtask is provided by knowledge engineers in collaboration with 
domain experts); 

2. generation of basic elements of semantic markup according to selected ontology
and rules of their application database (this subtask is executed by knowledge engi-
neers); 

3. creation of semantically marked IRs (this subtask is executed at first by domain
experts, and further can be delegated to technical staff); 

4. construction of more universal rules for marking arbitrary IRs in accordance
with the semantics of the selected domain, in the most difficult case - establishing 
links with the elements of the ontology to replenish and improve it (this subtask is 
provided by knowledge engineers in collaboration with domain experts). 

It should be noted that this approach, despite its simplicity, has a significant draw-
back - semantic Wiki-markup of IR built for some domain can not be applied auto-
matically for another domain. Therefore, analysis of Big Data metadata from view-
point of one user task cannot be use for other task of other user without additional 
processing. 
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Problem can be solved by use of high-level ontologies and taxonomies as a base of 
integration of semantic markup concepts from different domains. Pertinent knowledge 
for such  ontologies can be acquired from various online encyclopedias based on se-
mantic Wiki technologies (e.g., the portal version of the Great Ukrainian Encyclope-
dia e-VUE [20]). . 

Semantic markup also allows to analyze the semantic similarity between the con-
cepts of the selected ontology and use it further for the analysis of USD [21]. 

4 Metadata for Big Data 

The properties of metadata, their composition and functions significantly depend on 
the IS implementation technologies and characteristics of IRs described by them, as 
well as on the domain and application specifics. 

Some set of data can be considered as Big Data if it has one or more of the so-
called "5V" characteristics: volume; speed; diversity; certainty; value [22]. Metadata 
that characterizes Big Data may contain information about the source of the data; 
about the author and the date of the document creation; data size and format; the 
number of records in the data set; description of this data, etc. In Big Data processing, 
metadata analysis is crucial because metadata contains information not only about the 
origin of the data [23, 24], but also about their content.  Big Data during the lifecycle 
needs in for metadata management to ensure effective use of information . 

Metadata for Big Data [25] is structured or semi-structured information that allows 
to create, manage and use Big Data at different times and in different areas of activity, 
as well as select such Big Data sets that are relevant to the user task  [26]. Big Data 
can contain structured data (e.g. SQL database); semi-structured data (e.g. customer 
profile data, Web server logs, Web sites) and unstructured data (e.g. ) (NL documents, 
audio files, e-files, images , information cubes, etc.).  This information is stored in 
NoSQL databases. The analysis of publications shows a high interest in the applica-
tion of artificial intelligence methods and intelligent Web-technologies to Big Data 
processing. Most often, such integration concerns the use of machine learning (ML) 
to acquire knowledge from Big Data and ontological analysis - to apply domain 
knowledge to make learning procedures more efficient. Direct processing of Big Data 
by ML is not possible because of time restrictions (big volume of data requires very 
long work of ML  algorithms) but it can be improve by background knowledge about 
domain rules and relations.  

Various natural and artificial languages are used to describe metadata. NLs are the 
richest and most expressive means of metadata representation (e.g., annotations of 
publications, various information about IRs and their authors) but they are oriented on 
human for users and are not intended for computer processing because they do not 
provide unambiguous and rigorous interpretation of metadata. 

Artificial languages used to describe metadata are formal and available for auto-
mated processing. In the broadest sense, any formalized languages can be used for 
this purpose which allow to explicitly fix the structure of metadata. Examples of such 
languages: languages of DBMS data description , conceptual modeling, description of 
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ontologies, business processes, workflows; ODL language of object description; W3C 
consortium languages: OWL, OWL2, RDF, RDFS; markup languages (e.g. XML, 
HTML, XHTML); XML schema language. 

5 Metadata standardization 

Metadata standardization is the basis for interoperability and reuse of both the 
metadata itself and the IRs that characterize this metadata. Therefore, international 
standardization organizations pay close attention to the development of metadata 
formats that are designed for formal descriptions of various IR and IO types. Such 
standards include a set of fields (attributes, properties, metadata elements) that allow 
to characterize particular element of data. Such standards can be used (with different 
efficiency) to describe Big Data. Therefore, it is advisable to consider in more detail 
the currently developed standards for metadata, which should be applied to Big Data, 
and monitor their improvement in order to use these standards to make at least a par-
tial USD structuring. 

In Ukraine today three international standards dealt with metadata (ISO 15489-1: 
2016 [27], ISO 15836-1: 2017 [28], ISO 15836-2: 2019 [29]) are accepted as national 
standards by the confirmation method [30, 31]. 

Standard ISO “15489-1: 2016 Information and documentation - Records manage-
ment - Part 1: Concepts and principles” defines the basic concepts and principles of 
document and information management. It describes the information fields that are 
part of the metadata structure. For Big Data, these fields allow to display the follow-
ing information: Big Data content description (form, format, relations between Big 
Data blocks, etc.); environment of Big Data creation; relations with other Big Data 
blocks (sharing, replication) and metadata; identifiers and information required for 
data extraction and representation; actions and events related to these Big Data (date, 
time of action, change of metadata, etc.).  

Standard ISO “15836-1: 2017 Information and documentation - The Dublin Core 
metadata element set - Part 1: Core elements” describes Dublin Core elements that 
use for IR descriptions. In this standard, a resource refers to any object that can be 
identified (e.g., in the field of computer science, resources are represented by individ-
ual documents, texts, audio and video files, Web pages, databases, etc.). Big Data and 
their metadata also meet this definition and can be considered as resources.  

The resource life cycle is a sequence of events that involve the resource creation 
and use. The 15-element "core" specified in this standard is part of a larger set of 
metadata dictionaries and technical specifications supported by the Dublin Core 
Metadata Initiative (DCMI) [32]. The basic elements can be used in combination with 
metadata terms from other compatible dictionaries in the context of application pro-
files, as indicated in the abstract DCMI [DCAM] model.  

Standard ISO “15836-2: 2019 Information and documentation - The Dublin Core 
metadata element set - Part 2: DCMI Properties and classes” expands and supple-
ments the first part of this standard. It provides programmers with a common univer-
sal language for metadata creating and analyzing. This universal language provides an 
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extended description of metadata elements, using their updated properties and classes. 
The ISO 15836-2 standard increases the initial set from 15 basic properties to 40 
properties and 20 classes to increase the accuracy and expressiveness of the descrip-
tions in the Dublin Core. Standard focuses on describing the general properties of 
metadata elements required for basic interoperability between different programming 
languages and domains of their use. The properties and classes described in this 
standard are intended to be used in conjunction with metadata terms from other com-
patible dictionaries in the context of application profiles. 

6 Metadata and typical information objects 

Analysis of modern metadata systems shows that they allow to describe not only IRs 
as a whole, but also IOs typical for a certain domain described in these IRs. Typical 
information objects (TIOs) are characterized by the set of semantic properties de-
scribed in the metadata of each instance of such TIOs. 

TIOs can describe both IRs and IOs (documents, database elements, multimedia in-
formation) and real-world objects (personalities, organizations, geographical objects, 
etc.) [33]. TIO is created according to domain and task specifics: if IS processes a 
certain number of elements with a similar set of properties and characteristics, then it 
is advisable to allocate a separate TIO for them.  

Use of TIOs allows to classify metadata information with a complex structure at 
the semantic level: e.g., the values of some elements of Dublin Core metadata can be 
attributed to certain TIOs (Table 1) that determine the rules of their analysis and pro-
cessing. Structure of such TIOs can be defined by classes and instances of classes of 
appropriate domain ontology instead of  NL-descriptions.  

Table 1. TIC of Dublin Core metadata elements 

Name TIO 
title Domain concept 
creator Personality, Organization, Service TIOs 
subject Domain concept 
description NL USD 
publisher Personality, Organization, Service TIOs 
contributor Personality, Organization, Service TIOs 
Date Structured data Date type 
type TIO (concept from ontology “Resources”)  
format TIO (concept from ontology “Data types”)  
identifier Reference   
source Reference   
coverage TIO (concept from ontology “Geographical objects”)  
language TIO (concept from ontology “Languages”)  
relation Reference   
rights NL USD 
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The structure and relationship between TIOs can be represented in different ways. 

E.g., if we use domain ontologies as a source of background knowledge then TIOs 
correspond to classes of ontologies, and their characteristics correspond to the proper-
ties of class instances. If we use semantic Wiki-resources then structure of TIOs is 
imported from templates with the  sets of semantic properties. 

7 Use of Data Mining for Big Data metadata analysis  

Now a lot of  methods of knowledge acquisition are developed and realized for vari-
ous  types of IRs - structured, partially structured and unstructured [34]. Analysis of 
such methods shows that the addition of structural elements significantly reduces the 
decision space and processing time. Quite often such  information about structure of 
elements is based on background knowledge about TIO. This is especially important 
for Big Data metadata analysis, because TIO properties are used as parameters of the 
data sample which values are analyzed by the methods of Data Mining [35], and 
therefore the correct selection of TIO determines the result of Big Data processing as 
a whole. 

Data Mining is a process aimed at identifying new significant correlations, patterns 
and trends as a result of analyzing a large amount of stored data with use of pattern 
recognition techniques  and statistical methods. Data Mining methods have become 
especially effective with the development and accumulation of Big Data. We can say 
that Data Mining is a process of automated acquisition of new knowledge from IRs. 
Such knowledge is implicitly presents in the processed information, but we need in 
semantic analysis of Big Data metadata to select such sets of data that contain perti-
nent knowledge. 

The results of Data Mining largely depend on the data they process: on their com-
pleteness, relevance, relevance of the task and quality, and on the knowledge on the 
basis of which this data is selected. Therefore, if the construction of a data set is based 
on the analysis of their metadata, it is the composition and quality of metadata signifi-
cantly determine the quality of knowledge that can be obtained from IR. 

The most common uses of Data Mining are related to the tasks of classification, 
clustering and forecasting. Data Mining tools allow to find automatically new rules 
and regularities in the data, to build hypotheses about the relations between data ele-
ments. Since the formulation of the hypothesis about dependencies is the most diffi-
cult task, the advantage of Data Mining over other methods of analysis is obvious. 
But for their effective use, these results must be related to the appropriate conceptual 
apparatus, which is formalized by means of knowledge representation, e.g., with the 
help of ontologies [36]. In many cases, such connection is established through seman-
tic metadata - those elements of metadata that are associated with a particular repre-
sentation of knowledge, e.g., with elements of the ontology of the corresponding do-
main. The knowledge acquired in this way from the data, in turn, allows to improve 
the domain ontology of  which will be further used to create metadata. Thus, the crea-
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tion of metadata and their use to improve ontologies is a cyclical process that supports 
more efficient storage and use of data. 

The Web access to data processed by Data Mining adds many specific require-
ments for analysis methods that causes distinguishing of separate direction. Web Min-
ing systems [37] allow to find patterns in the Web IRs and transform Data Mining 
technology to analyze big volumes of unstructured, heterogeneous and distributed 
data. They can be used for Big Data processing but need in selection of appropriate 
data sets. Web Mining requires the following steps: 

- input stage - receiving "raw" data from sources (server logs, texts of electronic 
documents or Big Data storage); 

- preprocessing stage - data are represented in the form necessary for the suc-
cessful construction of a model (with use of background knowledge); 

- pattern discovery stage; 
- model analysis stage - interpretation of the obtained results. 

Data Mining provides processing of  NL texts that usually contains the most useful 
information. The  analysis of such data is also separated into a special direction of 
Data Mining –  Text Mining [38]. This is usually done by identifying patterns and 
trends using statistical and linguistic methods. 

The use of background knowledge about domain allows to significantly increasing 
the efficiency of Data Mining in all directions. But various directions differ by exter-
nal knowledge that they can use. E.g., Text Mining needs iv eternal linguistic 
knowledge bases and thesauri, and Web Mining operates with metadata ontologies 
and standards, information about semantic markup etc. 

One of the current areas of application of background knowledge in Data Mining is 
the analysis of Big Data and their metadata. This is caused by the extremely large 
volumes of the data themselves and their dynamics, which leads to the dynamism of 
the metadata that describes them. Therefore, important requirements for the methods 
of their analysis are the speed and availability of heuristics, which can significantly 
reduce the analysis time. E.g., knowledge of the “class-subclass” relation between 
metadata parameters allows for improved learning sampling. 

Gaining of such background knowledge consists of the following subtasks: 
1. search for IR that pertinent to user tasks; 
2. obtaining the necessary background knowledge from these IRs; 
3. use of the acquired knowledge for data analysis. 
In the case of Big Data analysis, these tasks are specified as follows: 
1.1. selection of the Big Data repository, 
1.2. search or creation of domain ontology that contains background knowledge 

about the user task; 
1.3. analysis of Big Data metadata in order to select a set of data that are pertinent 

to tasks of the user, using background knowledge of the selected domain ontology; 
1.4. generation of the required data set (subsets of Big Data under certain condi-

tions) using ontology knowledge; 
2. obtaining from the domain ontology the terms and relations that are needed for a 

more effective analysis of a large amount of information (e.g., to reduce the number 
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of data parameters or to reduce the number of records under more precise conditions 
of the problem); 

3. use of the received knowledge for analysis of the received data set and for inter-
pretation of the received result. 

Thus, ontologies allow both to semantically analyze metadata describing Big Data 
(e.g., to replace terms in the description of the problem with synonyms or semantical-
ly similar concepts, to narrow or expand the query) and to analyze the data itself (e.g., 
using restrictions on possible parameter values or influence others from some data). 

8 Semantic Wiki resources as a source of background 
knowledge for Big Data metadata analysis 

 Research of methods of obtaining background knowledge, which characterizes the 
Big Data, is an important area of research aimed at processing such data because, as a 
rule, pertinent ontologies are not offered for Big Data sets by their creators.  

The high time complexity, which is influenced by the large size of the feature 
space in Big Data, causes problems in the use of traditional methods of artificial intel-
ligence to such information. For their optimization it is expedient to apply the availa-
ble knowledge about domain which includes both Big Data and the user tasks that 
require information from these Big Data. Use of existing background knowledge al-
lows not to re-acquire this knowledge and use it to logical inference derive and estab-
lish relations between the elements of Big Data metadata.  

The effectiveness of this approach depends of  the pertinence of the selected 
knowledge base to user task and of the knowledge representation means. Today, the 
most common solution for reusable representation distributed knowledge in terms of 
sharing and reuse is ontologies. But the construction and search for ontologies that are 
pertinent to a specific problem is a difficult problem. Search of pertinent ontology 
cannot be fully automated, although comparing Big Data metadata with metadata 
descriptions of ontologies in the repository allows pre-selection. The problem is com-
plicated by the fact that many professionals working with Big Data and their metadata 
do not have sufficient experience in working with ontologies. Therefore, it is advisa-
ble to use as a source of background knowledge such IR that satisfy the following 
conditions: 

1. simple enough for understanding of their content and properties by many users;
2. the Web accessibility;
3. use of open formats;
4. possibility of automatic generation of ontologies with a fixed set of concepts.
Semantically  marked Wiki-resources satisfy all these requirements. The expres-

sive capabilities of Semantic MediaWiki [39] –  a semantic extension of MediaWiki 
[40] –  allows to explicitly capture the content of relationships between Wiki pages
that correspond to ontology classes. It is much easier for majority of users to generate
appropriate ontological structures from semantic Wiki resources.

Wiki-ontology is a special case of domain ontology [41] with  limited expressive 
possibilities that are defined by the expressiveness of Wiki markup and its semantic 
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extension and do not involve the application of characteristics for object properties 
and data properties. Such ontologies can be created automatically on base of the set of 
Wiki pages selected by user. In addition, this approach allows to filter the information 
needed to problem solving and therefore such Wiki-ontologies are much more com-
pact. Reduction of ontology classes, individuals and relations significantly decreases 
the time for its analysis. 

An important feature of Wiki-resources that are based on Semantic MediaWiki is 
the ability to generate a Wiki-ontology not for the whole set of pages, but only for a 
specific subset selected by the user explicitly by a list of pages or by user-specified 
semantic query.  The parameters of such a query are the categories and conditions for 
the values of the semantic properties of the pages. 

9 Conclusions 

Semantic processing of Big Data metadata allows to obtain implicit knowledge about 
the data. standards help in structuring of metadata elements and their processing on 
semantic level. To date, there are no generally accepted, universal Big Data metadata 
standards, and the most commonly used is the universal Dublin Core metadata de-
scription standard. 

We use semantic technologies and ontologies to be able to integrate data from in-
ternal and external sources and improve Big Data management, evaluation, and inter-
pretation to perform artificial intelligence applications. Metadata is the main source of 
information about Big Data throughout its life cycle. In order to properly select data 
sets from Big Data, it is necessary to learn to automatically extract knowledge from 
their metadata using semantic technologies. It is expedient to use for this purpose 
such external sources of background knowledge  as ontologies and thesauri. 

We proposed to use Wiki technologies and their semantic extension as a source of 
background knowledge about the user task that has to be solved with the help of in-
formation acquired from Big Data.  
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