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Abstract 
The main problem to be solved by this research is the imperfection of the video testing 
process. Nowadays this process involves mainly manual testing, which is inefficient due to 
the high probability of human errors, significant time, and material costs. In order to improve 
this process, we have created a convolutional neural network that can detect defects in video 
frames with high probability. We have also built a prototype of a software system that can 
automatically detect defects in video using the created and trained convolutional neural 
network. 
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1. Introduction 
The evolution of digital communication systems has led to the active development of 

multimedia systems and applications such as IPTV (Internet protocol television), mobile multimedia, 
social networks, virtual reality games, video conferencing, and educational multimedia presentations. 
These multimedia applications have now become an integral part of everyday life, and they are 
expected to grow rapidly in the future. Video is being widely used in the above-mentioned application 
areas, which set strict requirements to its quality, i.e., video content should be free of defects. 

A visual defect or a perceptual artifact in a video is a noticeable frame distortion. Such 
distortion can appear as a result of errors in compression, transmission, or encoding. An example of a 
visual defect is shown in Figure 1. 

 

 
Figure 1: An example of a perceptual artifact 
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Even minor perceptual artifacts can have a significant impact on the satisfaction of users from 
watching videos and using multimedia services. With that in mind, multimedia providers are paying 
more and more attention to ensure the high quality of their video content. Nowadays, the major 
methods for video quality assessment involve manual testing which is inefficient due to the human 
factor. 

The purpose of this research is to improve the process of video testing. The use of the 
developed method should reduce the focus on manual testing of video content quality because manual 
testing has many disadvantages. For example, such disadvantages include the relatively high cost of 
this process due to the significant cost of viewing equipment, premises, etc. Another important 
drawback is the high probability that a certain defect will be missed by testers because in order to save 
time, they usually review only small test fragments, which may not have a particular visual defect in 
them. 

It is expected that the use of the method will increase the percentage of detected defects 
during testing and, accordingly, will help to improve the overall quality of video and service. An 
important advantage is that the input of the method is only the video that is being tested. This method, 
unlike some existing methods of objective quality determination, will allow usage of the software 
system in cases where the original video file is not available. This is an important factor because in 
real conditions there is often no access to the original video. 

Given the rapid development of the video services market, we can conclude that the 
development of a method for detecting visual defects is quite promising. The presence of even minor 
and short defects can significantly affect the satisfaction of users, so companies that provide services 
related to video distribution and viewing will be interested in improving their video testing process.  

The object of research is the process of testing video with the detection of visual defects. The 
subject of research is methods of detecting defects in the video. 

 

2. Related work 
Visual quality assessment refers to gauging a probability of a visual perceptual artifact. Since 

humans are the ultimate consumers of video content, the subjective methods of testing video quality 
require manual testing, i.e. involving people who view fragments of video and give a probably biased 
assessment of its quality on a particular rating scale [1, 2]. Because video content is very large, testers 
usually are not able to view it entirely. 

There are various methods of subjective video quality assessment which determine the rules 
for selecting an optimal test video fragment duration, number of people that will conduct the 
assessment as well as metrics that should be used to get the final result. For example, there is a 
recommendation that suggests that an optimal test fragment length is 10 seconds [3]. However, 
studies have been conducted to optimize this time indicator [4]. These studies claim that in some 
cases, reducing the duration of test fragments may not have a significant impact on the resulting 
testing, but at the same time significantly reduce the time spent on testing. This is evidenced by 
previous studies that show that, firstly, testers become less attentive if the fragment length exceeds 10 
seconds [5], secondly, shorter test sequences contribute to more consistent results [6] and, thirdly, the 
average shooting time in most modern films is less than 10 seconds [7]. However, when optimizing 
test suites, there are risks associated with the possibility that defects will be contained in fragments 
that have been removed from the test suite. Besides, there are various laboratory factors, including, for 
example, screen size, lighting, viewer-to-screen distance, and so on [8]. 

Subjective video testing provides reliable results in some cases since it is conducted by 
humans. On the other hand, this approach has a number of drawbacks for the same reason. To name a 
few, they include but not limited to: 

● the need for significant human resources; 
● significant costs for the viewing equipment; 
● it takes a lot of time; 
● there is a possibility that a certain fragment that actually contains a defect will not be 

selected to the test fragments set or a short defect will go unnoticed by the tester. 
Moreover, this approach cannot be used in continuous quality assessment systems. That is, if 

a new file is added to the video file database, it requires a separate testing session, which often cannot 



 

take place immediately after receiving the file, but must be scheduled for the future due to the human 
factor. This also contributes to the risk that a video file will be skipped. 

Another significant disadvantage is that very often the same video file is encoded with 
different quality parameters for adaptive transmission, which greatly increases the number of test 
videos and, accordingly, the resources spent on testing. Currently, there are methods of objective 
video quality testing which are being developed in order to solve these problems. They are often 
referred to as Objective Quality of Experience (QoE) methods.  

The structural information of the video is especially important for the comprehension of a 
person's visual perception. There is an approach to image quality assessment based on structural 
information, which determines the degradation of structural similarity derived from the statistical 
properties of local information between the reference and the distorted images [9]. This approach has 
also been proposed for video. In addition, a criterion of information reliability was proposed to assess 
the quality of images [10], which is based on statistical characteristics of the structural information of 
natural images. 

Image motion information is also important for optimal, realistic quality assessment. Various 
researchers have proposed methods for determining quality based on motion information [11, 12]. In 
particular, in the Motion-based Video Integrity Evaluation (MOVIE) [13], proposed for natural video, 
distorted and reference content is decomposed using Gabor spatio-temporal filters, therefore the 
quality index consists of two components – spatial and temporal. 

The spatio-temporal quality method provides a significant improvement in performance in 
terms of statistical correlation between the results obtained with this objective method and the 
subjective data obtained from humans. The authors note that this method can be used mainly for 
videos with natural content. The authors also acknowledge that the method is not computationally 
efficient. This is due to the fact that, since this method involves the decomposition of a video using a 
large number of Gabor filters, which, in turn, require a large number of frames, the use of the method 
requires the availability of significant computing resources. Taking this into account, we can conclude 
that the possibilities for using this method are limited. 

Despite some progress in the objective detection of defects in the video, there are a number of 
issues that need to be addressed [14]. In particular, it is difficult to use the existing objective models 
in general cases, as each has its own characteristics, which are associated with certain types of 
content, context, or defects. Because of this, a particular model may do well with some types of video, 
but have very poor results, in cases of use for another video because it was not configured for it, or 
this video does not have the statistical characteristics on which the model is built. 

Given the different nature of multimedia data, the creation of a generalized model, the logic 
of which will not depend on the above factors will significantly improve the state of modern video 
quality assessment. 

In addition, traditional methods of quality assessment are often based on explicit modeling of 
human perception. As a result, systems based on these methods are prone to so-called overfitting and 
therefore have questionable results on real data. Instead, machine learning-based methods could 
mimic human perception of quality, rather than developing a precise model of the human visual 
perception system. Moreover, such methods will not need the original media file in order to assess 
quality. 

 

3. Using the convolutional neural networks 
3.1. The neural network architecture 
In order to check if visual defects are present in the video, we can divide it into frames and 

analyze them separately. The use of such an approach gives us an ability to get detailed results that 
not only show if the defect is present or not but also, in case if it is present, it can indicate the time 
when the defect occurred. This might be especially handy if there is a need for a human to double-
check if there is a real defect before marking the video as defective. 

We can use artificial neural networks (ANN) in order to detect visual defects in specific 
frames. Artificial neural networks are software implementation of the logic of brain structures. We 
can train them by specifying input information and examples of relevant output information [15]. 



 

As a matter of fact, the biggest limitation of artificial neural networks is that they inevitably 
require a big amount of computational resources when working with a large amount of input data. 
This might not be an issue for small black and white images, but the image data in real-world videos 
always contains a lot of input information (taking into account its size and color) which renders 
traditional neural networks useless when applied in image recognition tasks.  In order to resolve this 
problem, there needs to be an optimization of the input data that is passed to the fully connected 
layers. We need to separate image features that are truly important in the given recognition task. 

Convolutional Neural Networks (CNN) are a class of artificial neural networks for deep 
learning that is often used in visual image analysis [16]. The architectural structure of a conventional 
neural network is fairly simple – each connection has its weight which is used during the process of 
propagation. The convolutional neural networks try to optimize their input before passing it to a fully 
connected layer. When it receives large input data (such as a colored image), it uses a number of 
convolution kernel matrices to retrieve important information from the given data. The important data 
in the case of a graphical input can be relative locations of certain shapes such as circles, arcs, and 
lines, distribution of color across the image, etc. When a fully connected layer receives information 
about the presence or absence of these features as well as their relative location information, it can 
effectively conduct the image recognition process since the volume of this input is tremendously 
smaller compared to the full input. A basic CNN architecture is shown in Figure 2. Usually, a CNN 
architecture would contain several convolutional and pooling layers. 

 

 
Figure 2: Basic CNN architecture 

 
Naturally, in a convolutional neural network, a set of weights encodes important visual 

features of the image (color distribution, angles, lines as well as their relative location information). 
The network’s convolution kernels are formed during the training process [17]. They cannot be set in 
advance, since each image recognition task has its own important features (recognition of certain 
objects would require a different set of graphical features than recognition of defects). 

The pooling operation reduces the size of the formed feature maps. In this network 
architecture, it is considered that information about the presence of the specific feature is more 
important than accurate knowledge of its coordinates, so the maximum of several neighboring 
neurons of the feature map is selected and taken as one neuron of a compact feature map of smaller 
size [16]. Because of this operation, in addition to accelerating further computations, the neural 
network becomes more adaptable to the scale of the input image. 
 A convolutional neural network consists of input and output layers, as well as several hidden 
layers. Hidden CNN layers typically consist of convolutional, pooling, fully connected, and 
normalization layers. Convolutional layers apply a convolution operation to the input data, passing the 
result to the next layer. The convolution operation simulates the response of a single neuron to a 
specific visual stimulus. Each convolutional neuron processes data for its receptive field. The 
convolution operation solves the problem of the increasing number of connections, as it reduces the 
number of parameters, allowing the network to be deeper [16]. The convolutional layer is the main 
building block of CNN. The parameters of this layer consist of a set of filters for learning, which have 
a small receptive field. During the forward propagation, each filter performs a convolution on the 
width and height of the input layer, calculating the scalar product of the filter and input data, and 
forming a 2-dimensional activation map of this filter. As a result, the network learns which filters are 
activated when it detects a particular type of feature in a particular spatial position in the input data. 

When processing multidimensional inputs (such as images), it is impractical to connect all 
neurons with all neurons of the previous layer, because such a network architecture does not take into 



 

account the spatial structure of the data. Convolutional networks use spatial-local correlation by 
providing a scheme of local connection between neurons of adjacent layers: each neuron is connected 
to only a small area of the input layer. The receptive field of a neuron is a hyperparameter that is the 
degree to which neurons connect. Connections are local in space (along width and height) but always 
propagate along the entire depth of the input layer. 

The spatial size of the output volume is calculated using a formula (1). 
,12/)2(  PFWN                                                                   (1) 

where  N – the output volume size, 
 W – the input volume size, 

F – the kernel size, 
P – the amount of zero padding, 
S – the stride. 
In order to ensure that the dimensions of the input and output matrices are equal (provided 

that the step of the filter area is equal to one), the size of the zero padding is determined by the 
formula (2). 

,2/)1(  FP                                                                             (2) 
where  P – the amount of zero padding, 
 F – the kernel size. 

Convolutional and pooling layers are followed by fully connected layers (Figure 3). Neurons 
in the fully connected layer are connected to all neurons in the previous layer, just as they do in 
conventional artificial neural networks [18]. 

 

 
Figure 3: Fully connected layers 
 

The loss layer determines how the training process penalizes the deviation between the 
predicted and expected results and is usually the final layer. It can use different loss functions for 
different tasks. For example, normalized exponential (softmax). 

Because the fully connected layer has the most parameters, it is prone to overfitting. One of 
the most common methods of reducing overfitting is a dropout. At each stage of training, individual 
nodes with a certain probability are either "excluded" from the network or remain in it, thus, as a 
result, the network is reduced. Inbound and outbound links of excluded nodes are also deleted. In the 



 

next step, only a reduced version of the neural network is trained on the data. The removed nodes are 
then re-inserted into the network with their previous weights. 

Taking into account the above facts it was decided to choose the neural network architecture 
which is shown in Figure 4. 

 

 
Figure 4: Architecture of the created convolutional neural network 
 

3.2. Dataset construction 
In order to construct the dataset, we selected several creative commons licensed videos from 

the Internet. To provide the best learning results during the neural network training process, the 
dataset needs to have a wide variety of training data. In order to achieve this, we made sure that the 
selected video content includes a diverse set of content genres. In addition to that, the scenes in the 
videos include different types of camera motion such as static, moving, and zoom. Additionally, we 



 

have ensured that the videos are of pristine quality by carefully inspecting each of them. Making sure 
that the training data is labeled correctly will help to avoid confusing the convolutional neural 
network during the training process. 

In order to have distorted versions of the same videos, we have simulated errors in the 
original videos. After that, we have once again ensured that the distorted videos indeed have visual 
defects in each frame. Later, we broke down the videos into separate frames so that they could be 
given to the CNN as its input. 

The final dataset consists of 129,092 video frames. Each frame from the dataset is labeled as 
either “damaged” or “original” as shown in Figure 5. For each damaged frame there is an original 
frame in the dataset and vise versa. This way the convolutional neural network can learn most 
effectively since it has similar reference images for both classes. 

 

 
Figure 5: Original (on the left) and distorted (on the right) frames from the dataset 
 

3.3. Training 
Since convolutional neural networks require a lot of training data to perform well, it is 

common to use the existing entries in the dataset in order to generate new training examples. This 
technique is called data augmentation [18, 19]. Advanced data augmentation might include the usage 
of generative adversarial network (GAN) [20] or balancing GAN (BAGAN) [21]. However, taking 
into account the nature of our data, especially the importance to keep all of our training examples as 
close to natural samples as possible, these techniques are not needed in our case. Traditional 
transformations consist of using a combination of transformations on the original data. Since we are 
working with images, such transformations might include: 

● horizontal/vertical image flip; 
● rotation; 
● cropping; 
● translation; 
● shift; 
● zoom; 
● shading. 

 Experimentally we have discovered that in the case of visual defects detection, image flip 
performs the best out of all of the above approaches. This might be explained by the fact that other of 
the above techniques might introduce distortions in the dataset images marked as “original” (for 



 

example, excessive pixelation after zooming in or out). This would have a significant negative effect 
on the training process and the final CNN accuracy. Taking this into account, we have decided to 
apply the data augmentation using the image flip technique. 

In order to conduct the training, we used Tensorflow and Keras with Python. As a result of 
training on the previously created dataset, the neural network managed to achieve an accuracy of 
98.5%. The process of training with the respective changes in both training and validation loss and 
accuracy is shown in Table 1. 

 
Table 1 
The training process 

Epoch  Training loss  Training 
accuracy 

Validation loss  Validation 
accuracy 

1  0.2121  0.9146  0.3368  0.9148 
2  0.0973  0.9719  0.0710  0.9785 
3  0.0845  0.9786  0.0663  0.9835 
4  0.0826  0.9806  0.0443  0.9850 

 
As can be seen from Table 1, the created convolutional neural network can detect visual 

artifacts in frames with decent probability. 
We can now use the created convolutional neural network to detect visual defects in the 

video. Using a trained model, we have built a prototype of a software system that checks for visual 
defects in the video by cyclically performing the following steps: 

● retrieving a video frame – in this step of the algorithm, the prototype of the software 
system forms a video frame in the final image form – the same form in which it would be 
shown to the viewer; 

● analyzing the video frame – the convolutional neural network analyzes the video frame 
which was obtained in the previous step. In this step the CNN will output the probability 
of visual distortion presence; 

● saving the result of the analysis – the software system stores the result of the analysis in a 
particular video frame in order to be able to later show it to the user on the graphical 
interface; 

 The described algorithm is shown in Figure 6. 

 
Figure 6: Algorithm of the software system operation 
 



 

After performing the steps described above, the prototype of a software system builds a 
diagram of the defects as shown in Figure 7. Normally, at this point, a person who is responsible for 
the testing process would need to take a look at the diagram and investigate the defects that have been 
found. 
 

 
Figure 7: The defects probability diagram 
 

4. Conclusion 
 In this paper, we analyzed the problem of video testing. The video content in modern video 
content delivery systems undergoes multiple stages that can introduce visual distortions. Such 
distortions can have tremendous effects on the end-user experience.   

Manual testing takes an unreasonable amount of time and leads to a high probability of 
human error. In spite of different methods and ideas for improving defect detection, there are a 
number of issues such as the need for significant human resources, significant costs for the viewing 
equipment, limited usage for continuous quality assessment systems. To add, traditional methods of 
quality assessment are often based on explicit modeling of human perception. Therefore, systems 
based on such an approach are prone to overfitting and have questionable results on real data. 
Machine learning-based methods could solve this issue. Moreover, such methods will not need the 
original media file in order to assess quality. 

In order to solve this issue, we proposed using a convolutional neural network. Machine 
learning-based methods can mimic human perception of quality and it can increase the percentage of 
detected defects during testing. In order to conduct the training of the CNN, we have created a dataset 
from pristine and distorted videos which consists of 129,092 frames. In order to provide even more 
training data to the CNN, we used the data augmentation technique. As a result of training, the 
convolutional neural network achieved an accuracy of 98.5%. Taking into account the high accuracy 
of the trained model we can see that it is possible to use it in order to detect visual defects in video 
frames. 

The created model was used to build a prototype of a software system that can detect defects 
in video with quite a high accuracy. The use of the developed software system can reduce the human 
factor in the process of video testing, as well as significantly speed up and reduce the cost of this 
process. Saving the result of the analysis and diagram of the defects helps the user to easily analyze 
the detected defects. 
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