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Abstract. Movies in Digital Humanities are often enriched with information by 

annotating the text e.g. via subtitles. However, we hypothesize that the missing 

presentation of the multimedia content is disadvantageous for certain annotation 

types like sentiment annotation. We claim that performing the annotation live 

during the viewing of the movie is beneficial for the annotation process. We pre-

sent and evaluate the first version of a novel approach and prototype to perform 

live sentiment annotation of movies while watching them. The prototype consists 

of an Arduino microcontroller and a potentiometer which is paired with a slider. 

We perform an annotation study for five movies receiving sentiment annotations 

from three annotators each, once via live annotation and once via traditional sub-

title annotation to compare the approaches. While the agreement among annota-

tors increases slightly by using live sentiment annotation, the overall experience 

and subjective effort measured by quantitative post questionnaires improves sig-

nificantly. The qualitative analysis of post annotation interviews validates these 

findings.  

Keywords: Sentiment Annotation, Sentiment Analysis, Movies, Film Studies, 

Arduino, Annotation. 

1 Introduction 

Annotation is an important task in Digital Humanities (DH) in order to enrich cultural 

artefacts with additional information. While there are annotation tasks that can be car-

ried out automatically, human annotations are still necessary for many DH projects. 

Various forms of syntactic (cf. [4]) or semantic annotations [3, 6, 41] exist for various 

media types. In film studies various approaches towards annotation are used. Scholars 

use annotation tools to annotate information like shot types and lengths [51], camera 

angles, important movements or people [16] to add a more objective and in-depth un-

derstanding of movies accompanying the hermeneutical approach towards interpreta-

tion. Film archives employ methods of crowdsourcing to gather metadata information 

about their movie inventory [37]. Annotations can also be used as data to train and 

evaluate modern machine learning approaches which have become more and more im-

portant in DH in recent years [cf. 8, 15]. One research branch in DH explores the de-

velopment and evaluation of tools for these various annotation processes [7, 17, 31, 45, 

48] and the influence of context, material and task on annotation quality (cf. [28, 32]).

The work presented here is in line with this strand of research. As our annotation use

case we investigate sentiment annotation in movies.
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Sentiment analysis is the research area concerned with the computational analysis of 

sentiments, predominantly in written text [25, p. 1]. Sentiment and emotion analysis 

have been explored in the context of the DH. Researchers explore sentiment analysis in 

various literary genres like plays [27, 30, 39, 38, 40, 52], novels [20, 23, 36], fairy tales 

[1, 2] and fan fictions [21, 35] but also in the social media context [44, 46]. While the 

focus of research is predominantly on text, esp. traditional text genres like novels and 

plays, research for movies is rare: Öhman and Kajava [33] have developed Sentimen-

tator, an annotation tool specifically designed to annotate sentiment and emotion for 

movie subtitles with gamification elements. They apply the tool to acquire emotion 

annotated subtitles [19, 34]. Chu and Roy [9] explore multimodal sentiment analysis in 

videos and focus on short web videos to identify emotional arcs. Schmidt et al. [43] 

explore multimodal sentiment analysis on theatre recordings with mixed results.  

As with most classification tasks, well-curated corpora are an important resource to 

develop modern machine learning algorithms. However, specifically for the research 

area of narrative media and texts one can identify a lack of such corpora (cf. [22]). 

Reasons for this might be that annotators perceive the task as challenging and tedious 

[1, 41, 42, 49]. If the annotators have no expertise, they report problems with the lan-

guage and the missing context [1, 41, 42, 49]. Furthermore, narrative texts are generally 

more prone to subjectivity since they can be interpreted in different ways. Therefore, 

annotation agreements are typically rather low [1, 41, 42, 49], which is also a problem 

for the successful creation of corpora. In the context of movies, sentiment or emotion 

annotation projects are rare and mostly focused on the annotation of the textual content 

of movies like the subtitles [19, 33]. Similar to literary studies one can identify an in-

terest in more sophisticated concepts besides sentiment like differentiated emotion cat-

egories and scales [32]. We will focus on sentiment for our study. While the sentiment 

concept cannot fully represent the complex emotional expressions in movies, we regard 

it as simpler and therefore more fitting for this first pilot study. We present a live sen-

timent annotation solution enabling the annotation of movies while watching them. We 

argue that this approach is beneficial to more traditional approaches like the annotation 

of subtitles when dealing with movies.  

First, movies are multimedia artefacts and the lack of the presentation of the video 

channel leads to information loss. Many emotions are expressed via the face and the 

voice of the actor (or via additional aspects like music, colors, and camera perspectives) 

and not just the text. Therefore, viewers might be able to annotate sentiment and emo-

tions easier and more consistent when experiencing the entire movie. Additionally, a 

lot of context that might be important to understand the feelings of the characters might 

be expressed via other channels than the text. Furthermore, emotions are also often 

expressed without saying anything in a movie. Textual annotation only allows the an-

notation of parts in which characters talk, everything else is neglected. While there are 

video annotation tools that offer the video and audio channel to be used for movie an-

notation, they often need training before usage and rather support asynchronous work 

needing to constantly pause and adjust the time and frame of the movie for the annota-

tion [10, 26]. We assume that live annotation during the viewing of the movie facilitates 

the annotation process because the viewer/annotator can directly and immediately as-

sign their annotations based on what they are experiencing. Furthermore, the usage of 
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a continuous slider as in our setting might also resemble the rather vague concept of 

sentiment much more than nominal class assignments [5, 39] or ordinal ratings [29, 50]. 

Following Nobel laureate Daniel Kahneman’s line of thought, annotating in the actual 

movie watching situation might come closer to the emotional reality than more reflec-

tive post-hoc annotation [18]. Please note that while we focus on sentiment annotation 

for our study, the system can be similarly used for every sort of emotion or other scale 

for which one desires live video annotations.  

2 Live Sentiment Annotation Approach 

2.1 Technical Setup 

The annotation system consists of an Arduino microcontroller connected to a linear 

potentiometer, which is paired with a slider. The Arduino itself is connected to a com-

puter running a Python script. The script represents the core of the system, it is respon-

sible for reading the current value of the slider, logging it and presenting it to the user 

in a small GUI while watching the movie on a TV. The slider depicts continuously 

changing resistance levels between 0 and 1023; these values may be translated pro-

grammatically to other scales. The python script, running in the background (e.g. on a 

laptop connected to the TV), records these values simultaneously and it shows the user 

the current slider position and thus the currently selected value in a simple GUI. Figure 

1 depicts the user view for an exemplary application in a movie annotation. 

 

 

Fig. 1. Example scene from a TV show (left). Python script displaying the currently chosen 

value on the Arduino slider. The GUI also depicts a rudimentary scale (right). 

2.2 Annotation Process 

For the annotation process, the annotator/viewer will be presented with the movie and 

the interface. Additionally, the annotators are equipped with the cased Arduino slider. 

Figure 2 shows an early prototype of the slider’s encasing.  
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Fig. 2. Prototype of the slider casing. The shell also features a rudimentary scale allowing the 

user to navigate without the GUI. Please note that the slider is continuous and not nominal. 

The slider will be operated by the user while watching a movie or TV show and is 

placed at the side of his chair so the viewer can adjust the scale intuitively with his 

hands, while watching the movie. The slider is portable and can be placed as the viewer 

wishes. During the study, the value of the Arduino slider, time-stamped, is read and 

logged by the Python script every 100ms. By saving the timestamp, the slider value can 

be exactly assigned to a certain time in a film or TV program in a subsequent data 

analysis. The movie shown as well as the slider are synchronized via a Python script 

connecting the slider and VLC-player, which is the media player we use to present the 

movie. 

To start the annotation, we simply connect a laptop with a TV and start the script 

and a movie via VLC-player. The annotators can also stop and continue the movie as 

they wish without deranging the synchronization. The final output is currently a simple 

table with the value of the slider for every 100ms. 

3 Annotation Study 

To validate and compare the live sentiment annotation approach we conducted an an-

notation study comparing live annotation with textual annotation. Five different movies 

were annotated by three different annotators separately from each other for each method 

leading to 30 annotations, 15 for each method. We then compare the performance in 

sense of time needed and annotation metrics as well as the subjective experience of the 

annotators measured via a questionnaire and an interview. The entire study was per-

formed in German and only German material was used since all annotators’ first lan-

guage is German. 

3.1 Sample 

Ten annotators (7 female, 3 male) participated in the study and we split the annotation 

in a way that every annotator annotated at most three different movies and at least one 

textual and one live annotation so every annotator experienced the difference. The order 

of the movies and the annotation types was counterbalanced to compensate for learning 

effects and no annotator annotated the same movie twice. The age of the annotators 

ranged from 25 to 31 (M= 26.5). All annotators were students in Digital Humanities or 

215



similar education programs. Participation was voluntary. We interviewed for 

knowledge of the movies and divided the annotation in a way that every annotator had 

either no knowledge of the content of the movie or very minor knowledge. 

3.2 Material 

We selected five different movies from varying genres and epochs to avoid the possi-

bility of specific annotation problems due to these factors: Rear Window (1954; 

thriller), Christmas Vacation (1989; comedy), Scream (1996, horror), Avengers (2012, 

action), The Fault in Our Stars (2014; Drama). We decided to use commercial Holly-

wood movies since they are subject of our own research. We acquired the DVDs of 

these movies via our institutional library. We used the German subtitles and trans-

formed them to a simple list of subtitles in a table. Please note that what characters are 

actually saying and what is displayed by subtitles is not always exactly the same. 

3.3 Textual Sentiment Annotation 

All annotators that performed textual sentiment annotation received a table with a sub-

title per line as well as a summary of the movie and an annotation instruction. In a first 

meeting the annotators were introduced in the annotation process1. Annotators had to 

mark the sentiment expressed by the character that is saying the subtitle on a scale from 

-5 (very negative) to 0 (neutral) to 5 (positive). We chose this differentiated scale since

it resembles the live sentiment annotation more than a nominal annotation. Annotators

received this table as xls-file and had one week to complete the annotation but were

recommended to perform the annotation in one go. Further, they were instructed to not

watch the movies.

3.4 Live Sentiment Annotation 

The live sentiment annotation was performed in a media lab at our university. Annota-

tors were sitting on a couch in front of a TV using the annotation slider while watching 

the movie. They were instructed in the process and the functionality and went through 

a short trial phase for a short movie. Annotators were instructed to mark the expressed 

sentiment of the characters seen on the screen via the slider on a scale from 0% (very 

negative) to 100% (very positive). A test coordinator was present but stayed in the 

background for the entire viewing. It was possible to take breaks by contacting the test 

coordinator. 

3.5 Post Annotation Questionnaire and Interview 

All annotators had to fill out an online questionnaire after each annotation. Next to 

demographic information we asked for the time needed for the annotation, how difficult 

1 The entire study was performed previous to the COVID pandemic, therefore many steps of the 

study included in-person meetings. 
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the annotation was perceived on a scale from 1 (not difficult at all) to 7 (very difficult) 

and how certain one was about the annotation on a scale from 1 (very unsure) to 7 (very 

sure). We further used the NASA Task Load Index [13] (NASA-TLX) to get a value 

for the perceived cognitive and physical effort. This is an established questionnaire in 

psychology [14] consisting of 6 questions about the perceived effort resulting to a scale 

on 6 (very low effort) to 60 (very high effort). We added open-ended questions into the 

questionnaire in which annotators could give feedback on problems, challenges and the 

overall perception of the annotation process. Lastly, we performed a short semi-struc-

tured interview with the annotators asking about the perceived difficulties and prob-

lems.  

4 Results 

4.1 Time 

We inquired about the exact time needed for annotation without breaks. The average 

time needed for the textual annotation is 123 minutes, so around 2 hours, while the 

average for the live annotation is 109 minutes (which is basically the average of the 

length of all films). However, this difference is not significant as shown with a Mann-

Whitney test for independent samples and a significance level of p=0.05 (U=-1.12, 

p=.235). We also asked for the time needed with breaks in the questionnaire showing 

that textual annotators took most of the time multiple breaks while the maximum break 

a live annotator took was one short break. 

4.2 Annotation Metrics 

Agreement among annotators is an important factor in annotation. High agreement is 

beneficial for later machine learning approaches and also validates the theoretical idea 

of the annotation. We investigated if the agreement and therefore the overall under-

standing of the sentiment annotation changes by annotation modality by looking (1) at 

Fleiss’ Kappa [11], an established agreement metric for annotations by more than two 

annotators and (2) the percentage of agreements among annotators. 

We transform all annotations into the three classes negative, neutral and positive 

which is common in sentiment annotation. For the textual annotation we regard -5 to -

1 as negative, 0 as neutral and 1-5 as positive and we regard every subtitle as one data 

point. To keep the data points comparable between the live annotation and the textual 

annotation we made use of the following heuristic: We regarded the exact time frames 

in which a subtitle was spoken as data point for the analysis. For this time frame we 

calculated the average of all annotations we received (since we measure the live anno-

tation in 100ms intervals). We then regard an average of 0-40% as negative 41-59% as 

neutral and 60-100% as positive. Annotators reported that it is difficult to mark exactly 

50% for neutral so we increased the neutral area. Please note however that by this heu-

ristic we do neglect any annotations that are done outside of the time frames of subtitles. 
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This step is necessary since the agreement statistic reacts sensitive on varying numbers 

of data points. Table 1 shows the agreement metrics: 

 

Table 1. Agreement metrics per movie and overall. 

Movie 
Fleiss’ Kappa 

(Text) 

Fleiss’ Kappa 

(Live) 

Percentage 

(Text) 

Percentage 

(Live) 

The Fault in Our Stars 0.26 0.42 52.15 61.44 

Christmas Vacation 0.41 0.35 63.66 51.95 

Scream 0.34 0.40 60.83 64.34 

The Avengers 0.14 0.10 45.35 48.56 

Rear Window 0.06 0.33 44.11 57.91 

Average 0.29 0.32 53.22 56.84 

 

The results show that the agreement is slight (0.0-0.2) to fair (0.21-0.40) according to 

[24], which is rather low but very common in sentiment annotation of narrative and 

artistic art due to the subjective nature of the task [1, 41, 42, 49]. While there are strong 

differences for some movies, the averages are just slightly increased for the live senti-

ment annotation. 

4.3 Post Annotation Questionnaire 

Table 2 illustrates the results for the perceived difficulty and security (scale from 1-7) 

and the perceived effort operationalized via the NASA-TLX (6-60). 

 

Table 2. Post Annotation Questionnaire results. 

Annotation Type Perceived Difficulty Perceived Certainty Perceived Effort 

(NASA-TLX) 

Textual Avg Std Avg Std Avg Std 

5.1 1.55 2.6 1.29 35.7 7.41 

Live Avg Std Avg Std Avg Std 

2.53 1.3 4.2 1.57 31.6 6.86 

 

A Mann-Whiney test of significance for independent samples for all three variables 

shows that annotators perceived the textual annotation as significantly more difficult 

(U=-3.6, p<.001) and are less certain when annotating textual (U=-2.6, p=.008). While 

the NASA-TLX shows to be of average perceived effort for both types a Mann-Whit-

ney-U Test also shows that the difference is significant (U=-2.8, p=.004). 

4.4 Post Annotation Interview 

The qualitative analysis of the open-ended questions and the interviews led to multiple 

insights. Participants validated the low agreement metrics by describing the task as 

challenging and open to interpretation no matter the annotation type. For the textual 

annotation, participants explicitly criticized the lack of the video channel and the re-

sulting missing context. Problems for the live annotation included how to interpret dif-

fering sentiments from different characters on the screen and how to react on fast 
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changes. The textual annotation was described as “very boring” and “exhausting”. 

While the feedback for the live annotation was not that negative, participants did note 

that the annotation needs “a lot of concentration throughout” the view. When instructed 

to compare both approaches all annotators preferred the live sentiment annotation. 

5 Discussion 

The results of our annotation study are mixed concerning the advantages of live senti-

ment annotation. Regarding the agreement statistics we did not identify a remarkable 

difference. The agreement of annotators remains very small, showing again the diffi-

culty and inherent subjectivity of sentiment annotation [1, 41, 42, 49]. While problems 

of textual sentiment annotation are solved (e.g. the missing visual context) new prob-

lems arise like how to deal with fast changes of scenery and how to react to multiple 

characters with different emotions. One limitation might also be that we adjusted the 

agreement analysis of the live annotation to the subtitles in the sense that we took the 

presentation time of the subtitles as units for the analysis neglecting passages without 

subtitles. Furthermore, these time units are sometimes quite short which might cause 

problems for the live annotation.  

Nevertheless, Kajava et al. [19] were able to achieve rather high annotator agree-

ments in an emotion annotation tasks on subtitles via gamification and the deliberate 

removal of context showing that the solutions of the agreement problems might point 

towards gamification and simplification (at least for text). It is also worth noting that 

the movies annotated are quite long (around 2 hours); thus, requiring a lot of concen-

tration and are more prone to errors than shorter films might be. We plan to examine 

other annotation types and shorter material to see if we can find differences in the re-

sults.  

Nevertheless, we could find significant differences in the perceived difficulty, cer-

tainty and effort for the annotation task. The live annotation was perceived as more 

enjoyable than the textual annotation. Feedback of qualitative analysis validated this 

finding. While both annotation types are not experienced as fun, the live sentiment an-

notation was preferred by all annotators due to the limited time necessary and the less 

exhausting experience. However, the task was still experienced as “work” necessary of 

constant concentration. We still feel encouraged to continue our work to investigate the 

possibilities of live annotation since the annotation process was overall perceived pos-

itive. Agreement statistics are strongly dependent on the validity of the theoretical con-

cept to annotate, the training of the annotators and the clarity of the annotation instruc-

tion. Thus, we want to investigate how long-term studies can show an improvement 

concerning agreements. Please also note that our study is rather small scale in means of 

number of movies and annotators. Due to legal reasons the possibilities of scaling the 

study up by performing a similar annotation process online are limited, thus we will 

focus on public domain movies for our next investigations. Another question is if there 

are still possibilities to reduce the workload of annotators even more and perform the 

“annotation” fully intuitive by using physiological metrics of the movie viewer (e.g. via 

skin sensors or facial recognition). For example, in other settings researcher use facial 
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and voice emotion recognition to predict metrics [12, 47]. Using physiological metrics 

would be a way to bypass problems concerning interpretation biases.  

In summary, we come to the conclusion that the selection of the most beneficial 

annotation type is dependent of the research goal. If one is solely interested in the anal-

ysis of the spoken word and context-free sentences ([19]), the inclusion of the video 

channel might not be helpful and can even be disturbing. However, in our project, we 

are explicitly interested in the sentiment expressed by characters which is not always 

easy to identify solely based on the text. We also want to highlight that textual analysis 

neglects any scenes that do not include spoken words, which can consist of very long 

time spans. Furthermore, the application of computational methods influences the de-

cision for an annotation approach as well. Textual annotation might certainly be suffi-

cient for solely textual machine learning approaches but the exploration of multimodal 

approaches is dependent of multimodal annotations to keep the concept concise. While 

multimodal annotation tools exist, we argue that our live annotation approach delivers 

benefits for the experience of annotators and we thus plan to continue our research. 
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