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ELEMENTS OF CONCRETE ALGORITMICS:
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Abstract. An approach to proving the fundamental results of the theory of recursive functions using specific algorithms is consider.
For this, the basic constructions of the algorithm are describing exactly and Church's thesis for more narrow classes of
algorithmically computational functions is specified (concretized). Using this approach, the belonging of functions to classes of
algorithmically computable is argued by the construction of the corresponding algorithms.
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Awnorauis. Po3rmsmaersest miaxix 10 IOBeAeHHS (yHIaMEHTAIbHHX PE3yJIbTaTiB Teopil peKypCHBHHX (YHKIIH 3a J0MOMOroio
BHUKOPHCTaHHS KOHKPETHUX aJITOPUTMIB. /ISl IbOrO TOYHO OMKCYIOTHCS OCHOBHI KOHCTPYKIIT allrOpUTMY i nepedopMysIbOBY€eThCS
(xoHKpeTH3yeThes) Te3a Yopya Juist OiIbII By3bKHX KJIACIB aJTOPUTMIYHO OOUYMCIIOBAaHUX (QYHKIIH. 3a JOIIOMOTO0 TaKOTo MiX0xy
HAJISKHICTh QYHKIIH 0 KIIAciB alrOPUTMIYHO OOUHCITIIOBAHUX apTyMEHTYEThCS MOOYI0BOIO BiAMOBIAHHX aIrOPUTMIB.

AnHoTarms. PaccmaTpuBaeTcss MOAXOJ K JOKa3aTelbCTBY (DYHIAMEHTAIbHBIX PE3y/IbTaTOB TEOPHH PEKYyPCHBHBIX (YHKUHH C
MOMOIIBIO HCIIOJIb30BaHUs KOHKPETHBIX alrOput™MoB. JlIs 3TOr0 TOYHO OINMKCHIBAIOTCS OCHOBHBIE KOHCTPYKIHH QIrOpHTMa W
yTouHsieTcs: (KOHKpeTusupyercs) Tesuc Yepua mas Gonee y3KHX KJIACCOB AITOPUTMHYECKH BBIYUCIHMTENBHBIX QyHKIHH. C
MOMOII[BIO TAKOT'O MOJX0/1a PUHAUICKHOCTS (yHKIHIl K KaccaM aIrOPUTMUYCCKH BHIYMCIUMBIX apIyMEHTHPYETCS IIOCTPOCHHEM
COOTBETCTBYIOLINX aJITOPHTMOB.

Introduction

Everyone knows Church's thesis [1-3] that the class of algorithmically calculated functions coincides with the
class of partially recursive functions. The class of partially recursive functions is determined mathematically accurately.
Therefore, this thesis can be used both to prove the algorithmic computability of functions and to prove that the function
is not algorithmically computable. To do this, we only need to show that such a function belongs to the class of partially
recursive functions and in this case it is algorithmically calculated, or does not belong and, accordingly, is not
algorithmically calculated.

It is pretty difficult to show the algorithmic computability of functions by its belonging to the class of partially
recursive functions, except for the simplest functions. In addition, in each case it requires the construction of a
mathematical model of the function in the form of a term from the calculated operations on the basic functions. Basic
functions, as we know [1,2], are called the simplest functions

o(x) =0, s(x) = x + 1 and selector functions / ::1 (X1 o s Xn) = X

where n > m > 1. The main computational operations will be superposition operations $"', primitive recursion R and
minimization M.

For example, a superposition operation S" allows from function g(xi, ..., x,,) and functions g;(xy, ... , Xp), -.v »
gu(x1, ... , Xy), create a function

f(xla 9xm) :g(gl(xls 9xm)’ sgﬂ(xla sxm))s

which is denoted by the term $"'(g, g1, ... , g).

A natural question about the possibility of using concrete algorithms to prove the fundamental results of the
theory of recursive functions without constructing appropriate computational terms arises. Or, in other words, to tell in a
language understandable to programmers about the main results of the theory of algorithms (recursive functions), in
particular about the problems of computability and solvability. Therefore, the purpose of the work is to offer approaches
and means to solve the problem. To do this, it is proposed to accurately describe the basic constructions of the algorithm
and reformulate (concretize) Chorch's thesis for narrower classes of algorithmically calculated functions.

Concretization of the concept of algorithm
Next, the algorithms will be defined as syntactically correct constructions in the PseudoPascal language, which is
a simplified dialect of the Pascal language. The operators of this language will be the following:
< identifier > == < word >
< operator > = = < identifier > = < arithmetic expression >

< operator > = = if < relation > then < operator > else < operator >
< operator > = = while < relation > do {< operator >, ... , < operator >}
< operator > = = for < relation > to < relation > {< operator >, ... , < operator >}

We concretize Church's thesis for classes of primitively recursive, recursive and partially recursive functions,
respectively.

1. A class of functions calculated by the algorithms defined everywhere without using the while ... do operator.
This class is described as follows:
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1) We assume that the simplest functions

o(x)=0,
s(x) =x + 1 Ta pysKHii-cenekTopu
n

= >m>
Im (xl,...,xn) xm,ﬂen_m_l

are calculated by the algorithms defined everywhere without using the operator while ... do, and therefore belong
to this class..
2) All functions that are calculated by the algorithms defined everywhere without using an operator while ... do
and in their calculation auxiliary functions use, which are calculated by the algorithms defined everywhere without
using of the operator while ... do also belong to this class. Thus, the following thesis is true.

Thesis 1. A class of functions which are calculated by algorithms defined everywhere without using of an
operator while ... do coincides with the class of primitive recursive functions.

2. A class of functions which are calculated by algorithms defined everywhere. This class is described as
follows:

1) All primitively recursive functions belong to this class.

2) All functions which are calculated by algorithms defined everywhere and at their calculation the functions
which are calculated by algorithms defined everywhere are used also belong to this class.. Thus, the following thesis is
true.

Thesis 2. The class of functions which are calculated by algorithms defined everywhere coincides with the class
of recursive functions.

3. A class of functions which are calculated by arbitrary algorithms. This class is described as follows:

1) All recursive functions belong to this class.

2) All functions which are calculated by arbitrary algorithms and at their calculation the functions which are
calculated by arbitrary algorithms are used also belong to this class. Thus, the following thesis is true.

Thesis 3. The class of functions calculated by arbitrary algorithms coincides with the class of partially recursive
functions.

Computability
We show how to prove the algorithmic computability of functions using the above theses. Suppose we need to
prove that function

/y], 0
f(x,y)={[x b=
X, y=0

is primitive recursive function.
Consider the sequence

Ly Ux,2y Ux, ..., [xy] Ox, ..., xy Ox.

Since the fraction [x/y] means how many times the number y is "placed" in the number x, then [x/y] is equal to the
number of zeros in this sequence. Really, if, for example, y is twice "placed" in the number x, then

lyOx=0,2y Jx=0,a3y 0x=0.
Therefore, the algorithm for calculating the function is as follows:

function f{x, y)
begin
s=0
if y=0 then f=x
else {fori=1tox
ifiy[lx=0thens=s+1
f=s}

end.

199



Hence the function f{x, y) is primitive recursive function.
If all pairs of natural numbers are arranged in sequence

<0, 0>, <0, 1>, <1, 0>, <0, 2>, <1, 1>,<2, 0>, <0, 3>, ...,
that is, arrange all the pairs so that the pair <x, y> goes earlier than a pair <u, v> if
xty<u-+tvy,
or if
x+y=u+vandx<u,
then the relation
<X, y> <> n,

where 7 is the pair number in this sequence, specifies the bijection between the set of pairs and the set of natural
numbers,.

This bijection is called the Cantor numbering of pairs of numbers and is denoted c(x, y), that is ¢(x, y) is the
number of pair <x, y> in the Cantor sequence. The left and right elements of the pair <x, y> with number n define the
functions /(n) and r(n), which are called the left and right coordinate functions.

We show that the functions ¢(x, y), I(n), r(n) are primitive recursive function. Really, the function ¢(x, y) is
calculated by the following algorithm:

function c(x, y)
begin
s=0
fori=0to (x +y)
s=s+i
fori=0to (x +y)
J=@&+y) i
if x=iny=jthenk=1i}
c=s+k
end.

Given that I(n) < n, r(n) < n function I(n) is calculated by the algorithm:

function I(n)

begin
fori=0ton
forj=0ton
ife(i,j)=n thenl=1i
end,

and the function r(n) is calculated by an algorithm:

function r(n)

begin
fori=0ton
forj=0ton
ifc(i,j)=n thenr=j
end.

So, ¢(x, y), I(n) and r(n) are primitive recursive functions.
We show that the function

Sx) = [ex]

is primitive recursive functions.

Really, inequality holds
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xS <ex<x(S +1/nln),

where

e=1+1/1'+1/2'+ ...+ 1/n! +0/n'n,0<0<1,
Sn =1+1/1'+12'+ ...+ 1/n!.

Since

lim (x(S,, +1/ntn)—x-S,) =0, then
n—w

[x(S, +1/ntn)]—-[x-S,)]=0 for some n, that is
[x(S, +1/ntn)]=[x-S§,)] for some n.

So, in order to find the value of [ex], it is necessary to find the minimum # for which the previous equality is fulfilled
and to put

[ex] = [x-S,].

The graph of the function F(xy, ..., x,) [1-3] is the set <xy, ..., x,, F(x1, ..., x,)>. We show that if the graph G, of
the everywhere defined function f{xi, ... , x,) is a recursively enumerable set [1-3], then the function f'is recursive
Really, the graph G is a set of the form:

@, - 1 (D), 80>,

where f;, g are primitive recursive functions. Then the value of the function fat any point can be calculated using the
following algorithm:

function f{xi, ... , x,)
begin
i=0
while f1(i) # x; v ... v f,(i) # x,
doi=i+1
S=g@)

end,

hence, the function f'is recursive.

Fundamental results of the theory of algorithms

Let J be a system of partial functions of one argument. A partial function F(x, y) of two variables is called
universal for the family Jif the following conditions are satisfied:

1. For each fixed i the function F(i, y) belongs to J;

2. For each function f{y) from J there exists a number i such that for all y equality F(i, y) = fy) is fulfilled.

It is known [1] that for the class of partially recursive functions of one argument there is a universal partially
recursive function Kleene K(n, x).

If we mapp every natural number into the set of partially recursive functions K(n, x) then we get the numbering
of the Kleene of partially recursive functions. The number # is called the Kleene number of the function K(n, x), which
is also denoted by K,,.

Rice's theorem is true: the set 4 of Kleene numbers of functions belonging to a nonempty family of partially
recursive functions of one argument which are differed from the set of all such functions, cannot be recursive. This
theorem is used to substantiate the results on the algorithmic computability of functions.

For example, show that function

_ {1, K(x,x)=1
fx) = {O,in other cases

is not algorithmically computational.
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For this purpose the set M = {ny, ny, ... } of Kleene numbers of partially recursive functions K(n,, x), K(ni, x),
. such that K(ny, ng) = 1, K(n;, n;) = 1, ... is considered. By Rice's theorem, the set M is nonrecursive. Suppose that
there exists an algorithm

function f{x)
begin

which calculates the function f{x). Then the set M will be recursive. We receive a contradiction.

Algorithmic solvability. Consider problems for which there are no algorithms. Such problems will be called
algorithmically unsolvable.

One of such algorithmically unsolvable problems is the stopping problem [1,3,5] which consists in the following:
it is necessary to answer the question of whether there is an algorithm whose output for an arbitrary pair x, y of input
natural numbers is 0, if K(x, y) is defined and 1 if K(x, y) is undefined. The existence of such an algorithm is equivalent
to the existence of an algorithm whose output for an arbitrary pair x, y of input natural numbers is 0, if the algorithm for
calculating partially recursive function f with Kleene number x stops at input y and 1, if the algorithm for calculating
partially recursive function f'with Kleene number x at input y works indefinitely. That is why this problem is called the
stop problem.

Theorem 1. The stopping problem is algorithmically unsolvable.

Proof. It follows that the domain of the function K(x, y) is a nonrecursive recursively enumerable set.

Another algorithmically unsolvable problem is the belonging problem, which is as follows: it is necessary to
answer the question about existence of an algorithm whose output for an arbitrary pair x, y of input natural numbers is 0
ifxemandlifx ¢ z,

Theorem 2. The belonging problem is algorithmically unsolvable.

Proof. Really, the solvability of the affiliation problem means the recursiveness of the set of pairs <x, y> for
which the equation K(x, f) = y has a solution. But it is not so.

Universal numerical sets. The set U of pairs of numbers (i, x) such that K(i, x) = 1 will be called the universal
numerical set [4], that is

U= {(i, x), K(i, x)=1}.

Theorem 3. The problem of belonging to the universal numerical set is algorithmically unsolvable.
Proof. Really, the solvability of this problem means that the characteristic function

. |L K@ x)=1
R P T
is recursive. Let's show that this is not so. Really, if this function is recursive, then the function f'(x), which is calculated
by the algorithm
function f{x)
begin
i=0
while y(x, x) =1 do
i=i+1
f=1

end,

is partially recursive functions, and, therefore, f{x) = K(n, x), for some n. Calculate this function for x equal to ».

If yy(n, n) = 1, then it means, on the one hand, that K(n, n) is not defined (f(n) = K(n, n)). On the other hand,
since Y (n, n) =1 < K(n, n) = 1, then K(n, n) is defined. If y(n, n) # 1, then it means, on the one hand, that K(n, n) is
defined and K(n, n) = 1. On the other hand K(n, n) # 1.

Universal set.of words. Let X = {ay, ..., a,} be an alphabet. Each grammar above the alphabet X can be
represented by a word in the alphabet XU N', where N' = { S, —, ', *}. For example, grammar G with rules {§ —
aABb|Bbb, Bb — C, AC — aac} can be represented by a word

*A % Ayk L Ak,

where 4, =S —>a S'S"'b,4,=85S — §"bb, A;=8"b—> 85", 4,=85S" — aac.
The set of all such words will be called the base.
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Universal set.of words [4] we will be called the set V' of words *A4;*4,* ... *4,*w such that the word w is infered
in the grammar G with rules 4,, 4, ... , 4,, that is

V= {*Al*Az* *A,,*W, S =G W}

It is clear that each grammar G generates recursively enumerable set (the set of all words that are infered in the
grammar).

Therefore, a universal set.of words is a set of words *4*4,* ... *4,*%w such that w belongs to the recursively
enumerable set, which is generated by the grammar with rules 4, 45, ... , 4,, that is

V={*xA41%A4,* ... *4,*w, w € recursively enumerable set, which is generated G}.

We can show that the theorem 4 holds.
Theorem 4. The problem of belonging to a universal set of words is algorithmically unsolvable.

The Post correspondence problem. Let's look at another example of an algorithmically unsolvable problem. It
is called the Post correspondence problem [4].
Let

P= {(Vla Wl)a (Vz, WZ)) L] (V,,, Wﬂ)}

is a set of pairs of words in the alphabet 2. It is said that a set of pairs of words have a solution if there exist such a
sequence

(vjl ’Wil )’(vjz s W[2 )7""(ij ’Wik )

of pairs of words that
ViViy e Vig = Wi Wy e Wy

that is, the word formed by the left coordinates of the sequence of pairs coincides with the word formed by the right
coordinates of the sequence of pairs.

Post correspondence problem is to answer the question of the existence of an algorithm whose output for an
arbitrary input set P of word pairs is 0 if P has a solution and 1 if P has no solution.

Theorem 5. Post correspondence problem is algorithmically unsolvable.

Proof. By an arbitrary word *4,*4,* ... *4,*w of universal set.of words we build Post correspondence problem
according to the following rules:

— apair (FS=, F), where F is a special symbol, is added to the set of pairs of words;

— for each symbol a of the alphabet 2 we add pairs (a, a) to the set of pairs of words;

— for each nonterminal symbol S', S"', ..., 8" we add pairs (S, '), (S", S"), ..., (S"", §"") to the set of pairs of
words;

— for the word w we add a pair (E, wE=>) to the set of pairs of words, where E is a special symbol;

— for each rule 4; = u — v we add a pair (v, u) to the set of pairs of words;

—we add a pair (=, =) to the set of pairs of words.

It can be shown that

*A %A% ... *A,*w € V < the set of pairs has a solution.

Therefore, if the Post correspondences problem is algorithmically solvable, then the problem of belonging to a
universal set.of words will also be algorithmically solvable. And this is not so.

Unsolvability in the class of context-free grammars (problem of ambiguity). This problem is to answer the
question of the existence of an algorithm whose output for an arbitrary input context-free grammar G is 0 if G is
ambiguous and 1 otherwise.

Let

Q = {(Vl, Wl)s (Vz, W2)n (AR (Vm Wn)}

is a set of pairs of words in the alphabet 2. For the set 4 = {v;, v,, ..., v,,} of the left components of the elements from O
we construct the context-free grammar G, with one nonterminal 4 and a set of terminal symbols 2 U I, where [ = {a,
a, ..., a,} and X N [ = . Alphabet [ is called the alphabet of index symbols. The rules of grammar G4 have the
following form:
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A > vida)| vAay| ... | vida,| viay vaay| ... | vaa,.
This grammar generates language

LGy)=Hv;..v; a; -

a;, 1<iy, iy, <nj.

m

Similarly for the set B = {wy, wy, ... , w,} of right components from Q we build a context-free grammar G with one
nonterminal B and a set of rules

B > wiBa)| w,Bay| ... | w,Ba,| wiai| waay| ... | waa,.
This grammar generates language

L(Gg)={w; . w; a; ...a;, 1<iy, ..., 0, <n}.

Let's form a grammar

GAB:({Ss A,B}, AV {als azy ..., Cl,,},P(GA) UP(GB)s S)

The following theorem holds.
Theorem 6. Grammar G is ambiguous < Q has a solution.
Proof. Let iy, ..., i,, is a solution of a set of pairs of words Q. Consider two inferences in grammar G 45:

S=>A=v;, Aa; = v;v; da; a; = ... >V, V; ..V;
1 1 1 2 2 1

a; .a
hoh Im

I 70T

a

[/

S=>B=w;,Ba; >w,w;, Ba,a;, = ..=>w,w; ..w; a; ...a;a; .
1 1 1 2 2 1 1 2 m m 2 1

Since iy, ..., i, 1S a solution, then

ViV Vi = WW LW,

i iy m i i Iy
that is, these two inferences generate the same word. Because these inferences are different, the grammar G,p is
ambiguous.

On the other hand, for a given terminal word, there is no more than one inference in the grammar G, and no
more than one inference in the grammar Gp. Therefore, a terminal word can have two different inference only if one of
them begins with S = A4 and continues with the inference in the grammar G,, and the other begins with S = B and
continues with the inference in the grammar Gp.

This word ends with symbols g, ... a; for some m > 1. Since

then iy, ..., i,,1s a solution.

Theorem 7. The problem of ambiguity of context-free grammar is algorithmically unsolvable.

Proof. If the problem of ambiguity is solvable, then Post correspondence problem would be solvable. And this is
not so.

Theorem 8. Problem

L(G) N L(Gy) =D

is algorithmically unsolvable.
Proof. Consider an arbitrary Post correspondence problem in the alphabet 2 and construct context-free grammars
G4 and Gj. Since L(G4) N L(Gyp) is a set of solutions of the Post correspondence problem, then

L(G,) N L(Gp) = D < Post correspondence problem has no solution.
Therefore, if this problem is solvable for arbitrary G, and G,, then Post correspondence problem will also be solvable.
But this is not so.
Theorem 9. Problem

L(Gy) = L(G)
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is algorithmically unsolvable.

Proof. Let's show that L(TA) is a context-free grammar. Really, there exists an algorithm which for any input
word in the alphabet 2'U I gives an answer to the question of the word's belonging to the language L(G,). It is based
on the fact that such a word must end by index symbols a; ... a; , nd the prefix of this word must be a word v; ... v; .
If this is not so, then the input word does not belong to L(G,). Therefore, there exists an algorithm which for an

arbitrary input word in the alphabet 2 U [ gives an answer to the question about belonging this word to the language

L(G,) . Thus, this language is recursively enumerable set, that is, generated by context-free grammar.

Consider an arbitrary Post correspondence problem in the alphabet X and construct context-free grammars G
and G,, which generate languages Z UZ and (2U/ )* , respectively, where / is still the alphabet of index symbols.
The equality

L_AUE:LAmLB

is holds
Therefore, in L(G,) there are no words which are solutions of Post correspondence problem. Language L(G,)

contains all words from (X U/ )* . So,

L(G,) and L(G,) coincide <> when the Post correspondence problem has no solution.

It follows that if the equivalence problem for context-free languages is algorithmically solvable, then Post
correspondence problem will be solvable. And this is not so.

Theorem 10. Problem L(G,) < L(G) is algorithmically unsolvable.

Proof. Let G| be a context-free grammar, which generates language (XU I)* and G, be a context-free grammar,

which generates language L, U Ly , where / is an alphabet of index symbols. Then
L(G) S LGy & L, VL, =(ZUD*.

That is, L(G,) < L(G,) < when the Post correspondence problem has no solution. It follows that if the inclusion
problem for context-free languages is algorithmically solvable then the Post correspondence problem will be solvable.
But this is not so.

Conclusions. Thus, an approach whith help of which the belonging of functions to classes of
algorithmically calculated can be argued by constructing appropriate algorithms, unlike to algebraic terms,
are proposed. It can be useful for programmers of different ages who want to learn the basics of
computational theory and the theory of algorithms, as well as students of relevant specialties. It should also be
noted that the proposed approach based on the concretization of Church's thesis allows to achieve a clearer formulation
of various problems and processes for their solution. This is achieved primarily through the so-called PseudoPascal
macro operators for the implementation of the simplest mechanical operations.
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