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The main methods of coherence evaluation of texts with the usage of different machine learning techniques have been analyzed. The
principles of methods with the usage of recurrent and convolutional neural networks have been described in details. The advantages of a semantic
similarity graph method have been considered. Other approaches to perform the vector representation of sentences for the estimation of semantic
similarity between the elements of a text have been suggested to use. The experimental examination of methods has been performed on the set of
Ukrainian scientific articles. The training of recurrent and convolutional networks with the usage of early stopping has been performed. The accuracy
of the solving of document discrimination and insertion tasks has been calculated. The comparative analysis of the results obtained has been
performed.

Keywords: coherence of a text, recurrent neural network, convolutional neural network, semantic similarity graph, semantic representation
of sentences, document discrimination task, insertion task.

IIpoanani3oBaHO OCHOBHI METO/M OLIHKH KOI€PEHTHOCTI TEKCTIB 3 BUKOPUCTAHHSAM PI3HUX TEXHOJOTIil MAlIMHHOTrO HaBYaHHS. JleTaibHO
OIMCAHO MPUHLUMUIN POOOTH METOMAIB 3 BUKOPHUCTAHHSIM PEKYPEHTHOI Ta 3rOPTKOBOI HEHPOHHHMX MEPEkK, PO3IIISIHYTO IX MEepeBard Ta HEIOTIKH.
OOGIpyHTOBAHO JIOLLIBHICTE BUKOPUCTAHHS METOLY Ipadyy CeMaHTHYHOI CXOXKOCTI HOPIBHSHO 3 {HIIMMH METOJaMH. 3allpOIIOHOBAHO BHKOPHCTAHHS
IHIINX [IXOAIB BEKTOPHOTO MPEACTABICHHS pEYeHb I pPO3PaxyHKy MiIpH CEMaHTHYHOI CXOXKOCTi eJeMeHTiB Tekcry. [IpoBeneHo
€KCIIEPUMEHTAJIbHY INEpEeBIpKYy IPOAHAII30BaHUX METO/IB Ha MHOXMHI YKpaiHOMOBHMX HAyKOBHUX CTaTed, 3/IMCHEHO HaBYaHHA Moeneit
CEMaHTHYHOTO MPE/CTABJICHHS CIIiB Ta peYcHb. BHKOHAHO HaBYaHHsS PEKYPEHTHOI Ta 3rOPTKOBOI HEMPOHHHMX MEPEX 3 BHKOPHCTAHHSIM METOMY
paHHbOrO 3ymuHy. OOpaxOBaHO TOYHICTH BHPILICHHS 3a/Jad PO3PI3HEHHS IOKYMEHTIB Ta BCTaBKU ISl HPOAHATi30BaHHX METOJIB, 3MifICHEHO
MOPIBHSJIBHUHN aHaIi3 OTPUMAaHUX PEe3yJIbTAaTiB.

Kitto4oBi cl10Ba: KOT€PEHTHICTh TEKCTY, PEKYPEHTHA HEfipOHHA Mepexa, 3ropTKOBa HeHPOHHA Mepexa, rpad) CEeMaHTUYHOI CXOXKOCTI, CCMaHTHYHE
[PE/ICTAaBIICHHS PEUCHb, 3a/[a4a PO3Pi3HEHHs JOKYMEHTIB, 3a/la4a BCTABKH.

Introduction

According to the permanent increase of the amount of heterogeneous data in an information space, it is
necessary to consider the automatic analysis of data with unfixed structure: texts, audio records, images, video, etc.
Taking into account the need to search for appropriate data among this space, it is advisable to pay attention to the
processing of text information that is performed by search engines in order to find resources that are relevant to user’s
queries (texts, audio, and video files). Moreover, the automated analysis of a text is used in different linguistic tasks,
data extraction algorithms, recognition tasks, text generation, etc. Both mentioned tasks and other issues connected with
the processing of text information should fall into a category of natural language processing (NLP) problems. The
heterogeneity of text structure makes it impossible to use a universal common approach for the solving of NLP tasks.
Due to the growth of the power of computational resources, it becomes advisable to use different machine learning
models pre-trained on a corresponding set of text information. Such an approach is used in order to solve NLP tasks that
fall into a category of Al-complete issues, i.e. tasks that cannot be solved without human computation. The coherence
evaluation of a text belongs to this kind of task.

The coherence of a text implies its thematic integrity and communication purpose to convey its key idea to a
reader [1]. Moreover, the coherence of a text provides the structural integrity of a text (its cohesion). Text that is more
coherent is easier to understand due to its ordered structure, the availability of presupposition and implication elements
that are connected to general world knowledge. Fig. 1 demonstrates the simplified example of coherent and incoherent
text fragments. In contrast to the coherent fragment that performs information representation consequently, the
incoherent fragment contains a sentence (2) which content does not correspond to the whole topic of the snippet.
Despite the availability of the connection between the first and the second sentences of the incoherent fragment (e.g. the
coreferent connection “Ann”-“she” [2]), the content of the sentence (2) deviates from the common topic (daily routine)
that complicates the perception of the fragment.
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(1) Ann has a younger brother Fred.
(2) In the morning, Ann washes her brother, helps him get
dressed.
(3) Then she takes Fred to kindergarten.

(1) Ann has a younger brother Fred.
(2) She is in the second grade.
(3) Then she takes Fred to kindergarten.

Coherent fragment Incoherent fragment
Fig. 1 — The examples of the coherent and incoherent parts of a text

The automated estimation of text coherence can be utilized in different NLP areas:
e search engines and SEO analysis;
e  copywriting;
e creation of educational material;
e detection of the symptoms of mental illness [3].
The relevance of the coherence estimation task may be explained by the availability of state-of-the-art works
[3; 4; 5; 6] devoted to the creation of methods of coherence evaluation of text information in order to solve different
issues. It should be mentioned that most corresponding papers are related to the analysis of English texts. Despite the
availability of Ukrainian research papers devoted to the solving of NLP tasks, the investigation of the coherence
evaluation of Ukrainian-language texts is still at the initial stage. Thus, the usage of different coherence estimation
methods for a Ukrainian corpus requires further analysis and experimental verification.
The purpose of the paper consists in the performing of the comparative analysis of state-of-the-art coherence
evaluation methods for English texts and the implementation of the experimental verification of the effectiveness of
different methods (with its modification) based on machine learning models for Ukrainian corpora.

The automated methods of the coherence evaluation of a text

Different methods of the coherence evaluation of texts utilize machine learning models: neural networks,
support vector machines, decision trees, etc. It should be mentioned that the usage of some machine learning models is
complicated due to the unfixed structure of input data: texts may incorporate any amount of words and sentences.
Moreover, it is advisable to perform the formalization of text elements taking into account is semantic, syntactic, or
spatial properties. Let us consider the coherence estimation methods based on the analysis of the semantic component of
a text in a detail.

Distributed sentence representation method based on the usage of recurrent neural network. A recurrent
neural network [7] is used in different NLP tasks. Such a choice can be explained by the ability of this network
architecture to process data sequences with variable length: signals are passed to the input of the neurons of a recurrent
layer in a recursive manner. The recurrent neural network of different architecture (for instance, long short-term
memory, LSTM) uses internal memory to process the sequences of signals of any length. Moreover, such signal flow
through recurrent layers reproduce the perception of a text by a reader: neurons process both a current signal and inputs
retrieved at the previous stage. This signal processing corresponds to the analysis of a text by a human because brain
neurons perceive information according to the previously read fragment [8]. Fig. 2 shows the example of signal flow
through a recurrent layer.
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Fig. 2 — The example of signal (word) flow through a recurrent layer

Firstly, the preprocessing of an input text is performed: tokenization operation (representation of a text as a list
of sentences and their words) is applied. Then the formalized representation of words is performed, namely, the
representation of their semantic component. Such formalization is made with the usage of a pre-trained embedding
model. For instance, Word2Vec [9] or GloVe [10] models may be utilized. Thus, each sentence is represented in the
following way:
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5={W1,W2’,,,,Wns}, (1)

where ng is a count of sentence words; W, Wy,...,Wp, — vector representation of corresponding words.

Retrieved vectors are consequently passed to the input of the recurrent layer. The output value of the layer h; at the
discrete time step is calculated by the following equation:

t
ht = f(VRecurrent ) htfl +WRecurrent W+ bRecurrent) 5 2

where Vpecurrent @00 Wreeurrent  are free parameters; Dpecyrent 1S @ bias vector; f denotes a non-linear
activation function. After the performing of the vector representation of each sentence, the groups of sentences (cliques)

with a fixed length L are formed according to their order and ordinary step (for instance, <51 ,57,53 >, <sz, S3, s4> ).

Then the vector representation of each clique is implemented by applying a concatenation operation to the
vectors of an input clique. A retrieved vector h. is passed to the input of a binary classifier that consists of several

dense layers. The last layer incorporates a single neuron with a softmax activation function; thus, the output of this
neuron represents the coherence value of the input clique. The coherence of a whole document D is calculated as a
product of the coherence estimations of all cliques:

Tp = H Ye (3)

ceD

Coherence evaluation method based on the usage of a convolutional neural network. Convolutional
neural networks [7] are utilized in the different tasks related to the processing of input images or video. Such a choice
can be explained by the following factors:

e the possibility to process input data that are represented in a matrix form;
e the availability of a multichannel architecture that allows performing the parallel processing of several
data threads (for instance, RGB channels [11]).

However, the possibility to process input data with an unfixed structure and the availability of several separate
channels allow utilizing convolutional layers for NLP tasks [12]. In contrast to the recurrent neural network, a
convolutional network does not provide taking into account word order while processing input sequence; however, the
availability of separate channels allows the extension of the structure of a network in order to analyze other properties
of a text (e.g. syntactical or spatial features).

The preprocessing of a text is performed in the same manner as for the previous method: each sentence is
represented as a set of vectors (see equation (1)) after the applying of a pre-trained embedding model. Moreover, an
input document is transformed into a set of cliques; the coherence value of the document is calculated as the product of
the coherence values of corresponding groups (see equation (3)). Let us consider the process of the coherence
evaluation of each clique.

The formalized representation of each clique’s sentence is performed in a matrix form: the columns of a matrix
are formed from the vector representations of sentence words. Each formed matrix is passed to the input of a separate
channel; thus, a count of the channels of an input convolutional layer defines the size of a clique. Fig. 3 shows the
example of the applying of a convolutional operation to sentences matrices in order to form corresponding feature
vectors (separate vectors for each channel).

Firstly, the extraction of features from input data is performed by the convolutional layer with the usage of a

set of filters (matrices F e RY™ where m denotes the width of a sliding “window”, d is the dimension of the vector

representation of sentence words). Each filter slides across the columns of a matrix S with an ordinary step; the result

RISHM+1

of the execution of each step can be represented as a vector C e . The components of the vector are calculated

in the following way:

i=lsF) = Z[S[:i_mﬂzi]@ F)kj , “)

K, ]

where @ denotes the element-wise multiplication of vectors. The output of the convolutional layer is
represented as a set of feature maps C. The next component of the network is a pooling layer that performs the
aggregation of the retrieved set C : a maximum value is chosen from each map. Thus, feature vectors are formed for
each input sentence. Then the concatenation of the feature vectors of all channels is performed; the retrieved common
vector h; is passed to the sequence of dense layers that performs the estimation of the coherence of an input clique.
The signal flow through these layers is made in the same manner as for the previously considered method.

The graph-based method with the usage of a semantic similarity graph. In contrast to the previously
considered methods, a method with the usage of a semantic similarity graph provides the visualization of the process of
the formation of a coherence estimation. Such an approach allows tracking the algorithm of the calculation of an output
result with a further modification of a text in order to increase the coherence value.
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Fig. 3 — The applying of a convolutional operation in order to form feature vectors (multichannel processing)

The method is based on the building of a directed graph G(V,E), where V is a set of vertices that correspond

to text sentences; E is a set of edges. The weight of edges interprets the semantic similarity measure of adjacent
vertices (sentences). The formalization of sentences is performed by the vector representation of their words; a
corresponding vector according to a pre-trained embedding model represents each word. Thus, a sentence S should be
considered as a set of word vectors:

S={W1’W2,,_,,WM}, (5)

where M is a count of sentence words. The vector representation of the whole sentence S is performed as an
average value of corresponding vectors:

1 M
Mo

In order to set edges and calculate their weights, three different approaches can be utilized: PAV, SSV, and
MSV. In the case of the usage of the PAV approach, the verification of the possibility to set an edge between a current
vertex and the previous one (i.e. vertex that represents the previous sentence) is made. If a similarity measure between
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these vertices is equal to zero than an attempt to set an edge between the current vertex and the next previous vertex is
executed. Thus, the outdegree value of each vertex does not exceed one. The similarity measure of sentences sj and s

is calculated in the following way:

sim(S;, $j) = aUOt(sj, sj) + (1 —a)cos(s;j,sj) , N

where uot denotes the ratio of a number of common entities over a number of all entities of the sentences S;
and sj; cos(sj,s) isa cosine distance between corresponding sentence vectors; o is a regulative parameter, o €[0,1].
In the case of the SSV approach, the search for the most similar vertex according to a defined similarity

measure is performed for each vertex. An edge is set just between a current vertex and the most similar one. Thus, the
outdegree value of vertices does not exceed one too. The similarity measure of the sentences sj and s; is calculated in

the following way:
0s(S;j, S )

— ®)
=]

Sim(Si ,S ]) =
As for the MSV approach, edges are set between all vertices if the weight value of an edge exceeds a preset
threshold value 0. The weight of edges is calculated by the equation (8).
The coherence estimation of a text D for all approaches is calculated as the average value of the edges’
weights of the built graph G(V,E) . Fig. 4 demonstrates the example of graphs for considered approaches.
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Fig. 4 — The examples of a semantic similarity graph G(V,E) for different approaches

The experimental verification of the methods of the coherence evaluation for

Ukrainian texts
It was decided to verify the effectiveness of the considered methods on a set of Ukrainian texts. The process of
the experimental verification should be divided into the following consequent stages:
e collecting Ukrainian texts;
e preparation of input data for the training of neural networks;
e training of models;
e calculation of metrics that represent the effectiveness of the methods of the coherence evaluation of
texts.

Collecting Ukrainian texts. Scientific articles from the websites of journals were used in order to generate
training and validation sets of Ukrainian texts. Such a choice can be explained by the availability of the certain structure
of scientific articles, the lack of phraseology, and the concise logical representation of the content of papers. In order to
perform automatic extraction of data from the web pages of scientific journals, the Trinity method was utilized [13].
The automated analysis of 266 websites of Ukrainian scientific journals of different areas (“Applied sciences”,
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“Humanities”, etc.) was performed. The abstracts of papers were extracted in order to form the training dataset. The test
dataset was formed from the full versions of articles. The automatic detection of Ukrainian-language papers was
implemented with the usage of a software module langdetect [14]. The full versions of articles are available just in PDF
format; in order to extract the text of a paper, a client-server application Science Parse [15] was utilized. Taking into
account the lack of the universal structure of the papers of different journals and the error of the Science Parse
application, the extracted texts were additionally processed by a separate software module for the removing of incorrect
symbol sequences (fragments without semantic meaning): tables, figure captions, lists, stop words, etc.

Preparation of input data for the training of neural networks. The result of the previous collecting of
Ukrainian texts is the sets of abstracts and the full versions of Ukrainian-language articles. The training of a semantic
embedding model should be considered as the preprocessing stage for all considered methods. The Word2Vec model
was chosen as the embedding model. In contrast to the full versions of articles, the abstracts were extracted from HTML
pages; therefore, they do not contain incorrect symbol sequences. Moreover, the abstracts contain main terms according
to the topic of a paper. Thus, it was decided to form a training set for the Word2Vec model from the set of extracted
abstracts. A lemmatization operation (transformation of a word to its normal form) was applied for the mentioned set.
The formed training corpus was also utilized for the learning process of another embedding model, namely, Doc2Vec
[16] (DBOW, DM, DBOW+DM) that performs the vector representation of text fragments. Such an approach allows
both avoiding the formation of the vector representation of a sentence by calculating the average value of corresponding
word vectors (see equation (6)) and taking into account word order within a sentence.

In order to train recurrent and convolutional neural networks, two sets (training and test) were formed from the
set of full articles. A validation set was generated from the training set for the further prevention of the overfitting of the
networks. The formation of input cliques was made with the following preprocessing stages:

e tokenization — the representation of a text as a list of sentences and their words;
e lemmatization;
e generation of coherent/incoherent cliques by the permutation of sentences within each clique.

The lemmatization and tokenization of texts were implemented using the utilities of the lang.org.ua web
resource [17].

Training of models. The software implementation of the considered methods and corresponding neural
networks was performed by the creation of an application written in Python 3.6. The training of neural networks
Word2Vec, DBOW, DM, DM+DBOW was implemented using the embedded classes of the module genism [18] with
the following parameters:

e vector dimension — 300;

e epoch count — 50;

e “window” size — 10;

e threshold value of frequency vocabulary — 1.

The software library Keras [19] was utilized for the designing and training of recurrent and convolutional
neural networks. The training was done in 20 epochs using an early stopping approach in order to avoid overfitting and
to save the best checkpoint of networks.

Calculation of metrics that represent the effectiveness of the methods of the coherence evaluation of
texts. In order to estimate the metrics of the effectiveness of the methods of the coherence evaluation of texts, the
accuracy of the solving of two tasks was calculated: document discrimination task and insertion task. The accuracy of
the solving of these tasks is calculated in the following way:

CR
acc=—, 9
TR ©)

where CR is a number of recognized texts; TR is a general number of texts. The difference between methods
consists in the choice of the criterion whether this text was recognized or not. In the case of the solving of the document
discrimination task, the permutation of sentences within a text is performed; the document is considered as recognized
if the coherence value of its original version is higher than the coherence of the changed one. According to the insertion
task, the following operation is made: some sentence is picked up randomly with the further removing from the text.
Then the insertion of the selected sentence is performed into all possible positions except the native one. The document
is considered as recognized if the coherence value of the original version is higher than the coherence of each new
version of a text.

Table 1 shows the calculated accuracies for the document discrimination task and the insertion task retrieved
by the different methods of the coherence evaluation of Ukrainian-language texts with different approaches (embedding
models, regulative parameters).

The highest value of the accuracy of the solving of the document discrimination task was obtained with the
method based on the convolutional neural network [20]. However, the accuracy of the solving of the insertion task for
the methods based on neural networks is lower in comparison with the graph-based method. Such a result can be
explained by the approach of the formation of the training dataset for neural networks that someway represents the
document discrimination task. The formation of cliques according to the insertion task requires the increase of the
training corpus and free parameters. The highest value of the accuracy of the solving of this task was obtained by the
method based on the semantic similarity graph with the MSV approach, 6 =0 [21]. A zero value of the threshold
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parameter and the usage of the MSV approach may indicate the necessity to take into account the connection between
all sentences in spite of their semantic similarity measure. Moreover, the optimal value of the regulative parameter
o =0.8 for the PAV approach may underline the expediency of the analysis of common sentence elements: coreferent
pairs and same words.
Table 1
The accuracy of the solving of the document discrimination task and the insertion task using different methods of the
coherence evaluation for the Ukrainian-language corpus

Method Approach Embeddin Document Insertion
g model discrimination task, % | task, %
Recurrent - Word2Ve 80.0 9.0
neural network c
Convolutional - Word2Ve 99.0 13.0
neural network c
Semantic PAV, Word2Ve 58.0 41.0
similarity graph a=0.8 c
SSv Word2Ve 55.0 22.0
c
MSV, Word2Ve 70.0 51.0
0=0 c
PAV, DBOW 62.0 40.0
a=0.8
SSV DBOW 55.0 22.0
MSV, DBOW 78.0 62.0
0=0
PAV, DM 62.0 37.0
a=0.8
SSV DM 50.0 20.0
MSV, DM 80.0 66.0
0=0
PAV, DBOW+ 69.0 35.0
a=0.8 DM
SSV DBOW+ 63.0 22.0
DM
MSV, DBOW+ 70.0 32.0
0=0 DM
Conclusions

The methods of the coherence evaluation of texts based on the usage of different neural networks and graph
theory have been analyzed. The usage of convolutional and recurrent layers allows the processing of input data with
unfixed length: words or sentences. The expediency of the applying of the recurrent layer consists in taking into account
the word order of a sentence that reproduces the perception of a text by a reader in a word-by-word manner. The
advantage of the usage of the convolutional layer is the ability to perform the parallel processing of input data by means
of a multichannel structure. In contrast to the mentioned methods, the method based on a semantic similarity graph
utilizes neural networks just for the vector representation of sentences, therefore, it is possible to track the process of the
formation of an output result and to analyze possible variants how to increase the coherence estimation value of a text.

The experimental verification of the effectiveness of the considered methods with different approaches for a
set of Ukrainian-language scientific articles has been performed. The results obtained for the document discrimination
task and the insertion task may indicate that the semantic similarity graph can be used in order to estimate the coherence
of Ukrainian texts. The values of regulative parameters may point to the necessity to take into account the semantic and
lexical components between all sentences. The accuracy of the methods may be improved by means of the increase of
the training set and free parameters; moreover, it is advisable to consider other syntactical and spatial features of a text
in order to retrieve the higher values of corresponding coherence estimation metrics.
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Aemopu:
Kpamos Aprem AnppiiioBuu, [loropinuii Cepriit Jlem’stHoBuY
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