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Abstract
Taking into account the significant rate of new information volume formation, including scientific, semantic analysis of the text continues to be a relevant area of research. The results of this paper on extraction the author's idea can be applied to identify features of intellectual plagiarism to promote academic integrity. To identify the author's idea as the main content of the text, the authors use semantic and graph-based methods. The paper proposes a method for identifying the author's idea based on the modified TextRank algorithm. This method takes into account the pronominal anaphoric connections between sentences, allows to form a more complete description of the semantic relationships between sentences in the text. An experiment was carried out on scientific texts in the Ukrainian language, which confirmed an increase in the number of semantic links between sentences in comparison with the simple TextRank algorithm, which affects the weight of sentences and their order in the abstract.
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1. Introduction

Identification of the author’s idea is a complex scientific task. The author’s idea is the main content of the text. Thus, the task of automatic abstracting is close to the task of identifying the author’s idea. For the task of automatic abstracting it is necessary to obtain a brief description of the main content of the document. Natural language processing methods are widely used for text abstracting, which reduce the original amount of text compared to the input and highlight only important information from the original text. Different statistical, graph and deep learning methods are used for abstracting [1, 2]. Among the popular statistical methods are TF-IDF, TextRank, PageRank, Latent Dirichlet Allocation (LDA), and others.

Articles [3, 4, 5] describe the use of graph methods. The document under study is represented as a graph in which the vertices are sentences and the arcs are the connections between sentences.

The authors [3] used a modified PageRank algorithm. According to this algorithm, each node (sentence) of the graph has an initial score, which is formed based on the number of nouns in this sentence. According to the authors [3], more nouns in a sentence mean that it contains more information, so it is the nouns that are used as the initial rank of the sentence. The summary of the above modified PageRank algorithm includes sentences that contain the most information and are well semantically related.

The authors proposed and investigated the use of the modified TextRank method in the article [5]. It is based on the PageRank algorithm. The proposed method forms a graph with vertices-sentences, which takes into account the similarities between the two sentences. Modified inverse sentence
frequency-cosine similarity is used to give different weightage to different words in the sentence, whereas traditional cosine similarity treats the words equally. The graph is formed sparsely and is divided into different clusters from the position that the sentences in the cluster are similar to each other, and the sentences from different clusters have differences. The authors [5] demonstrate the effectiveness of the proposed method of abstracting.

Comparative analysis of TF-IDF, TextRank, Latent Dirichlet Allocation methods is presented in the publication [4]. To determine the best of them, the study was conducted on three different data sets. To evaluate the performance of the methods, the F-measure indicator and ROUGE and Recall indicators were used as a criterion of accuracy. In general, TextRank showed better results compared to TF-IDF and LDA.

A detailed review of abstracting technologies is described in review publications [4, 6, 7, 8].

Although each new study increases the quality of the results, there are many aspects that affect the quality of the abstract and which are not taken into account in modern methods of automatic abstracting. The review [6] indicates that without the use of natural language processing methods in the generated summary, the semantic integrity of the content may be violated, it may be unbalanced. The authors of the review note that one of the important points of the study is to determine the optimal correct weight of individual elements (vertices (sentences), arcs (connections between sentences)). It depends on the quality of the summary.

In general, all abstraction methods are divided into two major classes: Extractive Summarization and Abstractive Summarization [6, 9, 10].

To determine the elements of academic plagiarism (similarity of ideas), it makes sens to focus on the study of extractive methods of abstracting. Their main task is to extract the most significant fragments of the input text. Abstract methods also form an abstract based on grammar, semantic rules, etc., which allows the program to generate new text other than the input. Thus, the class of abstraction methods is not suitable for determining the signs of academic plagiarism, because it makes additional "noise" when forming a new text.

Text abstracting of high quality is characterized by the following components:

- **relevance** – the abstract contains the most important and relevant information, the selected sentences should be closely related to the main content of the source;
- **content coverage** – the abstract should cover as many important aspects of the source document and should minimize the loss of information in the review process;
- **variety** – the abstract should be short and contain as few minor ("extra") sentences, i.e. two sentences with the same meaning should not be selected when forming the abstract;
- **resume length** – usually determined by the user. In our case, the optimal length of the abstract depends on the text characteristics (type, size, etc.) and can be determined by experiments.

Thus, to create an abstract, it is necessary to select a subset of sentences from each studied academic document so that the created abstract contains the main idea of the document and meets the above requirements.

Each researched academic document is divided into a subset of sentences. The weight of a sentence is determined based on the analysis of the words used in it. In this case, the same sets of words are used in several sentences from the document. This feature affects the weight of words, sentences, connections between sentences and must be taken into account when forming an abstract.

In this paper, we consider the application of automatic abstracting algorithms for the problem of identifying the author's idea. This is a relevant area, as it can be used to detect elements of academic plagiarism. After all, "academic plagiarism is not reduced to textual coincidences, but may also relate to incorrect borrowing of facts, hypotheses, numerical data, methods, illustrations, formulas, models, program codes, etc.", including ideas [11]. The most difficult to detect is the plagiarism of ideas, or intellectual (hidden) academic plagiarism.

2. **Modification of the TextRank algorithm taking into account the pronoun anaphoric connections**

The authors proposed a method of identifying the author's idea based on a modified method (algorithm) TextRank. This method takes into account the pronoun anaphoric connections between
sentences, which allows forming a more complete description of the semantic connections between sentences in the text.

2.1. Modified graph model TextRank

As a basic model, the graph model TextRank was used to obtain an abstract of the document proposed in the article [12]. Here is a brief description. We have an undirected graph of the document:

\[ G(d) = G(V, E, f, e), \]

where \( V \) – nodes / vertices of the graph, \( E \) – the edges of the graph, \( f \) – knot weight, \( e \) – edge weight.

The elements of the undirected graph have the following content: \( V \) – sentence, \( E \) – the relationship between sentences, \( e \) – the value of semantic similarity between sentences, and \( f \) – the weight of the node, which is calculated by the principles of the PageRank algorithm [13, 14]. We describe by the formula the value of the weight of the arc between the two vertices \( i \) and \( j \) of the graph \( G(d) \):

\[ e_{ij} = \begin{cases} e_{ij}, & \text{if } \langle i, j \rangle \in E \\ 0, & \text{if } \langle i, j \rangle \notin E \end{cases}, \]

where \( e_{ij} \) – the value of the arc weight, \( i, j \) – vertices of an undirected graph \( G(d) \). If there is a connection, the weight of the arc is used in the calculations, and if the sentences are not connected, then this value is zero.

In the original work [12], the relationship between two sentences is defined as the number of common tokens between the lexical representations of two sentences. In this study, the connection is calculated taking into account the greater number of semantic connections based on anaphoric links between sentences.

In order to avoid the dominance of long sentences, the normalization factor is used. It determines the ratio of the number of common terms to the length of each sentence [12]. Thus, if we have two sentences \( S_i \) and \( S_j \), and \( N_i \) is a set of words in a sentence, then the sentence will look like this:

\[ S_i = W_1^i, W_2^i, ..., W_{N_i}^i. \]

According to the studied modified method, the similarity of \( S_i \) and \( S_j \) is defined as:

\[ \text{Similarity}(S_i, S_j) = \frac{|W_k| W_k \in S_i \& W_k \in S_j|}{\log(|S_i|) + \log(|S_j|)} + W_a, \]

where \( W_a \) – coefficient that reflects the semantic similarity of sentences based on anaphoric references between sentences.

Thus, the result is an undirected graph that has weighted arcs and weighted nodes. Schematically, it is presented in the figure 1.

Figure 1: Schematic representation of the document graph

To weigh the graph nodes in the TextRank algorithm, an iterative approach is used, according to the PageRank algorithm [12, 13]. In the first iteration, the nodes are assigned random numbers (0-10 is recommended). Thus, the graph consists of sentences with random weights connected by edges.
The weight of the edges depends on their similarity. The formula for calculating the weight of the node rank is as follows:

$$WS(V_i) = (1 - d) + d \cdot \sum_{j \in \text{in}(V_j)} \frac{w_{ji}}{\sum_{k \in \text{out}(V_j)} w_{jk}} WS(V_j),$$

where $WS$ – sentence weight ($V_i$), $d$ – damping factor ($d = 0.85$).

The damping factor is a value calculated by Google engineers in their own PageRank system. It ensures that the weights of their nodes are ultimately reduced to a single value. The damping factor can be any from 0 to 1, but 0.85 is generally recommended [13].

At each subsequent iteration, a new calculated rank of one sentence is used the calculation must be repeated for each sentence. The "true" weight of each sentence is found with each subsequent iteration. The recalculation stops when the "acceptable error rate" reaches the accepted value (TextRank uses the "acceptable error rate" of 0.0001) [13]. This error rate is calculated by subtracting the weight of the sentence before and after the recalculation for each sentence. When the value is 0.0001, the scales are close enough to their "true" weight.

The $tf-idf$ metric and the cosine measure were used to implement the TextRank method. We form a term-sentence model and a sentence similarity matrix, namely a content-graph join model. Let the input document be represented by a set of sentences $D = \{s_1, s_2, ..., s_n\}$, where $n$ denotes the number of sentences, $s_i$ denotes the $i$-th sentence in $D$. In order to form the matrices "sentence-term" and "sentence similarity", each of the sentences should be represented as a vector.

A standard Vector Space Model (SVM) is used using the "Bag of Words" approach, which represents the text units of a document as vectors in a single vector space. To weigh and determine the weight of terms, special metrics are usually used based on any important property. The most common and popular of them is the metric $tf-idf$ [4]. This metric combines local and global term weighting:

$$W_{iv} = tf_{iv} \times isf_{iv} = freg_{iw} \times log\left(\frac{n}{n_i}\right),$$

where weight $W$ of the term $t_v$ in the sentence $s$ is determined by multiplying the term weight $t_v$ in the sentence $sv$ and the total weight of the term $t_v$.

According to VSM, the sentence is represented as a weight vector $S_i = [w_{i1}, w_{i2}, ..., w_{im}]$, where $w_{iv}$ – term weight $t$ in the sentence $s_i$. The calculation of the angle between two vectors $S_i = [w_{i1}, w_{i2}, ..., w_{im}]$ and $S_j = [w_{j1}, w_{j2}, ..., w_{jm}]$ can be obtained as an Euclidean product:

$$\langle s_i, s_j \rangle = |s_i| \times |s_j| \times \cos \alpha.$$

Thus, the degree of closeness between two sentences is calculated as:

$$\text{sim}(s_i, s_j) = \cos \alpha = \frac{(s_i, s_j)}{|s_i| \times |s_j|} = \frac{\sum_{l=1}^{m} w_{il} w_{jl}}{\sqrt{\sum_{l=1}^{m} w_{il}^2} \times \sqrt{\sum_{l=1}^{m} w_{jl}^2}}, i, j = 1, 2, ..., n.$$

The resulting matrix of "sentence similarity" describes the similarity of the presented sentences as objects in Euclidean space. The columns and rows of the matrix are sentences, and their intersection displays the value of the similarity of sentences.

The abstract formation is based on the ranking of sentences. The ranking of sentences in the abstract is based on the nodes weight. The abstract is usually much smaller than the main text. The number of sentences selected for the abstract depends on the user’s settings, namely the desired length.

### 2.2. Defining semantic relations between sentences based on pronoun anaphora

Analysis of scientific texts has shown that they contain semantic relations between sentences of different types. Semantic relations can be divided into three varieties [15]:

- texts with parallel (remote) relations;
- texts with serial (chain) relations;
- texts with connecting links or with a combined relation.

In parallel relations, the sentences are equal. Parallel relation is the use of sentences in which the
same word order, the same grammatical forms of the sentence members. The main means of implementing parallel relations is syntactic parallelism. This is when the same or similar construction of sentences, which is often expressed in the same sequence of words, and the unity of temporal forms of verbs-predicates (predicates) [15].

Example of using parallel communication in scientific texts:
«Ступінь розвитку Web-простору буде визначатися технологіями роботи з величезним обсягом інформації, що накопильшись в Інтернет. Web наступного покоління буде характеризуватися переходом від мережі документів до мережі даних, що при необхідності агрегуються в семантично зв'язані документи за допомогою Web-сервісів».

("The degree of Web-space development will be determined by the technology of working with a huge amount of information accumulated on the Internet. The next-generation Web will be characterized by the transition from a network of documents to a network of data, which, if necessary, are aggregated into semantically related documents using Web-services").

Serial or chain relations exist because the complement of the previous sentence becomes the subject in the next sentence. The structural form of this relation is as follows: "complement-subject". Other models of the sentence structure are also widely used: "subject-complement", "complement-object", "subject-subject".

The syntactic essence of the chain relation is expressed in these syntactic models, in the syntactic relations between neighboring members of the sentence. This is the internal, structural side of the chain relation. There are ways to embody syntactic relations in a serial relation [15]: lexical repetition, synonyms, indicative words, personal pronouns, pronoun adverbs, conjunctions, verbal omission, etc.

According to mentioned above, we can distinguish: 1) chain relation by lexical repetition, 2) chain synonymous relation, 3) chain pronoun relation.

Pronouns are thought to combine sentences more closely than repetition or synonymous vocabulary. Chain pronouns are extremely diverse. Personal pronouns, personal pronouns in the sense of possessive and actually possessive, indicative pronouns take part in their organization [16].

Some styles of chain relations are especially distinctive to scientific texts. In academic works, we observe a clear sequence and close relation of separate parts of the text, separate sentences, where each subsequent one is connected with the previous one. Presenting the material, the author consistently moves from one stage of reasoning to another. And this method is most consistent with the chain relation.

Thus, we distinguish the following means of relation: similar words, pronouns, adverbs, numerals, and other means, repetition of words, words that indicate the sequence of content development. Based on this, the following types of anaphora are distinguished: pronoun, noun, adverb, and zero [17]. One of the most commonly used relations is a relation between the anaphoric pronoun and the antecedent.

"Anaphoric pronouns are pronouns that refer to some word or phrase (antecedent) of this text, the semantic meaning of which they reflect" [18].

For example, «Найбільш вираженим у плані динаміки є, безперечно, сегмент інформації у вигляді новин. З одного боку, він має найвищий рівень оновлення, а з іншого боку - у ньому генеруються і поширюються насправді великі обсяги даних».

("The most pronounced in terms of dynamics is, of course, the segment of information in the form of news. On the one hand, it has the highest level of updating, and on the other hand, it generates and distributes really large amounts of data.")

We single out personal anaphoric pronouns for research. third-person pronouns are most often present in scientific texts of all personal pronouns.

Thus, we investigate the definition of anaphoric relation by the following selected types of constructions.

The construction of the first type with the noun in the singular with identical features for identification: «Фінансово-економічна криза має протилежні форми прояву у суспільстві. З одного боку, вона оновлює механізми господарювання, а з іншого приводить до зростання соціальної напруженості у суспільстві». ("The financial and economic crisis has opposite forms of manifestation in society. On the one hand, it renews the mechanisms of management, and on the other hand, it leads to an increase in social tensions in society.") The antecedent "криза" and the anaphora "вона" have identical morphological characteristics: singular, feminine, nominative case.

The construction of the second type with a noun in the singular with distinctive features for
Експериментальна робота проводилася протягом 2006-2010 років. Основними завданнями її було визначення структурної моделі управлінської компетентності для інженерів-керівників електромашинобудування. (“Experimental work was carried out during 2006-2010. Its main tasks were to determine the structural model of managerial competence for engineers-managers of electrical engineering.”) The antecedent "робота" and the anaphora "її" have identical morphological characteristics: singular, feminine. The difference for this pair is the grammatical case.

The construction of the third type with a noun in the plural with identical features for identification: “Це означає, що на наших ринках господарюють зарубіжні компанії. І саме вони, за наш рахунок, вкладають гроші у власний розвиток науки, техніки, створюють додаткові робочі місця”. (“This means that our markets are managed by foreign companies. And they, at our expense, invest money in their own development of science and technology, create additional jobs.”) The antecedent "компанії" and the anaphora "вони" have identical morphological characteristics: plural, nominative case.

The construction of the fourth type with nouns in the plural with signs for identification that differ: “Процеси докорінної зміни соціально-виробничих відносин, що відбуваються в нашому суспільстві, не обминають і технічні університети. Суспільство вимагає від них підготовки компетентних фахівців в спеціальній і психолого-педагогічній галузях, зокрема сформованості управлінської компетентності”. (“The processes of the radical change of social and industrial relations taking place in our society do not bypass technical universities. Society requires them to train competent specialists in special and psychological and pedagogical fields, in particular the formation of managerial competence.”) The antecedent "університети" and the anaphora "них" have the same characteristic, they are plural and differ in cases.

When solving an anaphora, it is important to identify, based on syntactic and morphological information, the characteristic features by which the antecedent is identified in relation to the anaphora. Antecedent and anaphora should have similar characteristics. 90% of antecedents are in the same or previous sentence with anaphora [19]. In our case, the anaphora and the antecedent must be in different sentences.

To solve the anaphora (identification of the pair anaphora - antecedent) different methods are used: system analysis, construction of the classifier, machine learning algorithms, and others. Approaches to solving this problem are described in the following publications [17, 20, 21, 22].

The authors of this article conducted a study of the solution of anaphoric references for structures of the first type. The article [23] describes the process of identification of the pair anaphora - antecedent. Using the mathematical apparatus of the algebra of finite predicates, a logical network is constructed to identify an anaphoric relation based on seven features.

To improve the process of determining the semantic similarity of sentences informative features are optimized. To identify the chain relation for all of the above types of structures four features were used. They are listed in Table 1.

Table 1
Signs of a chain relation

<table>
<thead>
<tr>
<th>№</th>
<th>Name of attribute</th>
<th>Notation</th>
<th>Attribute value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Part of speech is a noun</td>
<td>$X_1 = {x_1^1, x_1^2, x_1^3}$</td>
<td>$x_1^1$ – noun</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$x_1^2$ – other part of speech</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$x_1^3$ – not specified</td>
</tr>
<tr>
<td>2</td>
<td>Grammatical gender</td>
<td>$X_2 = {x_2^1, x_2^2, x_2^3, x_2^4}$</td>
<td>$x_2^1$ – masculine gender</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$x_2^2$ – feminine gender</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$x_2^3$ – neutral gender</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$x_2^4$ – not specified</td>
</tr>
<tr>
<td>3</td>
<td>Number</td>
<td>$X_3 = {x_3^1, x_3^2, x_3^3}$</td>
<td>$x_3^1$ – singular</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$x_3^2$ – plural</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$x_3^3$ – not specified</td>
</tr>
<tr>
<td>№</td>
<td>Name of attribute</td>
<td>Notation</td>
<td>Attribute value</td>
</tr>
<tr>
<td>---</td>
<td>------------------</td>
<td>----------</td>
<td>----------------</td>
</tr>
<tr>
<td>4</td>
<td>Grammatical case</td>
<td>$X_4 = {x_4^1, x_4^2, x_4^3, x_4^4, x_4^5, x_4^6, x_4^7}$</td>
<td>$x_4^1$ – Nominative, $x_4^2$ – Genitive, $x_4^3$ – Dative, $x_4^4$ – Accusative, $x_4^5$ – Ablative, $x_4^6$ – Prepositional, $x_4^7$ – not specified</td>
</tr>
</tbody>
</table>

The text is a set of sentences. In the course of our algorithm, first, every two consecutive sentences (in pairs) are checked for the presence of a semantic relation. It should be remembered that the anaphora is in the second sentence of the pair, and the antecedent is in the first one.

To determine the potential anaphora in the second sentence of the pair is a search for personal pronouns «він», «вона», «воно», «вони» ("he", "she", "it", "they"), and their declension forms. If there is a potential anaphora, then to determine the potential antecedent in the first of a couple of sentences search for words related to nouns ($X_1$).

For potential anaphora and antecedent, morphological features ($X_2$, $X_3$, $X_4$) are determined and checked for compliance. If the morphological features coincide (according to a certain type of construction) then the anaphora-antecedent pair is identified and the semantic relation is confirmed.

For example:

1. Оцінювання ефективності зовнішньої реклами – не пряме і досить складне. (Evaluating the effectiveness of outdoor advertising is not direct and quite complex.)

2. Воно виконується шляхом визначення кількості потенційних рекламних контактів через оцінювання потенційної аудиторії конкретного місця знаходження реклами. (It is performed by determining the number of potential advertising contacts through the evaluation of the potential audience of a particular location of advertising.)

In the second of a couple of sentences, the third-person pronoun for the role of a potential anaphora is identified as «воно» ("it").

The first sentence in a pair identifies nouns for the role of potential antecedents – «реклами», ("advertising"), «оцінювання» ("evaluation").

After determining and comparing morphological features, we can identify a pair of anaphora–antecedent: «воно» – «оцінювання» ("it" is "evaluation").

Therefore, we have a confirmed semantic relation between these sentences. For the description of our model, we used the mathematical apparatus of the algebra of finite predicates and comparative identification. This mathematics was used to describe the process of chain identification based of these features.

Thus, semantic relations are determined based on anaphoric references, which could not be detected based on tf-idf. Newly defined semantic relations are taken into account when forming the "sentence similarity" matrix, and when calculating the value of the relation between sentences.

3. Experiments and Results

The research is conducted on our own scientific text corpus in the Ukrainian language. The source of data is the repository of the National Technical University "Kharkiv Polytechnic Institute" (http://repository.kpi.kharkov.ua) and the portal of scientific publications of the National Technical University "Lviv Polytechnic" (http://science.lpnu.ua/uk). The total number of authors is 32, the number of documents (individual publications) is 271 (Table 2).

5.5% of the total words in the text corpus are pronouns (23255 out of 415565). These data indicate the frequent use of pronouns. Anaphoric pronouns most often include personal pronouns of the third-person, indicative, inverse, relative pronouns [24, 25]. The presence of pronouns in the Ukrainian language documents of the text corpus is presented in Table 3.

In this research, we analyze not all document genres, but only scientific. For scientific texts, some style of chain links is especially characteristic. In academic works, we meet with a clear sequence and
close connection of separate parts of the text, separate sentences, where each subsequent one is connected with the previous one. Presenting the material, the author sequentially moves from one stage of reasoning to another. In addition, in this way it is most consistent with the chain link.

**Table 2**
The main statistical corpus indicators

<table>
<thead>
<tr>
<th>Name of attribute</th>
<th>Attribute value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of authors</td>
<td>32</td>
</tr>
<tr>
<td>Number of documents</td>
<td>271</td>
</tr>
<tr>
<td>Total size (tokens)</td>
<td>415565</td>
</tr>
<tr>
<td>The average number of tokens in the document</td>
<td>1533</td>
</tr>
<tr>
<td>The total number of sentences</td>
<td>24743</td>
</tr>
<tr>
<td>The average number of sentences in a document</td>
<td>91</td>
</tr>
<tr>
<td>The total number of pronouns</td>
<td>23255</td>
</tr>
<tr>
<td>The average number of pronouns in the document</td>
<td>86</td>
</tr>
</tbody>
</table>

**Table 3**
Types of pronouns and their number (text corpus, Ukrainian language)

<table>
<thead>
<tr>
<th>Type of pronoun</th>
<th>Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicative</td>
<td>12581</td>
</tr>
<tr>
<td>Personal</td>
<td>5319</td>
</tr>
<tr>
<td>Relative</td>
<td>4322</td>
</tr>
<tr>
<td>Defining</td>
<td>1025</td>
</tr>
<tr>
<td>Appropriative</td>
<td>8</td>
</tr>
</tbody>
</table>

Another feature of the structure of the scientific language is that the chain connection of sentences is carried out, as a rule, at the place of their connection. It is especially important to emphasize the position of the repeating member of the sentence at the beginning of the next sentence. Thanks to this, continuity and consistency of reasoning is achieved. Each time at the beginning of a new sentence, the opinion seems to return to the main element of the previous sentence, which becomes the starting point for the development of thought in a new sentence.

Figure 2 shows how many pronouns are contained in our corpus, which allow us to organize the connection between sentences and continue the author's idea. It shows the most common pronouns (TOP-10) which were found in our corpus. Pronouns from the TOP-10 make up 40% of the total number of pronouns.

![Figure 2: The most common pronouns (TOP-10)]
Let us consider examples of sentences from our corpus, between which semantic relations were established using the algebra of finite predicates and comparative identification.

«Електроенергія є основною галуззю національної економіки, стабільність якої має особливе значення для розвитку країни. Вона впливає не тільки на розвиток національної економіки, але і на територіальну організацію продуктивних сил». ("Electricity is the main sector of the national economy, the stability of which is of particular importance for the development of the country. It affects not only the development of the national economy, but also the territorial organization of productive forces").

Our method identified the pronoun "Вона" and found the corresponding antecedent "Електроенергія".

Experiments have shown that semantic relationships were found in our corpus using the pronoun anaphora with an accuracy of 96%. Cases, where the model doesn’t work, are related to the syntactic features of the sentences, errors in the morphological analyzer, and the distance between the anaphora and the antecedent.

Let’s analyze a fragment of the original article (Doc 1), which consists of about 1463 words and 103 sentences. The fragment contains 58 third-person pronouns in Doc 1. The statistics are presented in Table 4.

### Table 4
Statistics of third-person pronouns in Document 1

<table>
<thead>
<tr>
<th>Pronoun</th>
<th>Document 1</th>
<th>Pronoun</th>
<th>Document 1</th>
<th>Pronoun</th>
<th>Document 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>вона (she)</td>
<td>3</td>
<td>йому (him)</td>
<td>1</td>
<td>нього (Genitive or Accusative case of he)</td>
<td>1</td>
</tr>
<tr>
<td>вони (they)</td>
<td>3</td>
<td>нею (Ablative case of she)</td>
<td>1</td>
<td>ній (Prep. case of she)</td>
<td>2</td>
</tr>
<tr>
<td>воно (it)</td>
<td>3</td>
<td>неї (Genitive or Accusative case of she)</td>
<td>1</td>
<td>іх (Genitive or Accusative case of they)</td>
<td>10</td>
</tr>
<tr>
<td>він (he)</td>
<td>4</td>
<td>ними (Ablative case of they)</td>
<td>2</td>
<td>її (her)</td>
<td>11</td>
</tr>
<tr>
<td>його (his)</td>
<td>6</td>
<td>них (Genitive, Accusative or Prep. case of they)</td>
<td>10</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

16 of the total number of pronouns belong to our model. Thus, according to the overall result, the value of semantic similarity increases for 16 pairs of sentences.

The number of defined sentence pairs with anaphoric reference (additional semantic relations) to the total number of sentences in the text for 5 documents is presented in Table 5.

### Table 5
Statistics of sentence pairs with anaphoric references to the total number of sentences

<table>
<thead>
<tr>
<th>Document</th>
<th>Number of words</th>
<th>Number of sentences</th>
<th>Number of third person pronouns</th>
<th>Pairs of sentences with a solved anaphora</th>
</tr>
</thead>
<tbody>
<tr>
<td>Document 1</td>
<td>1463</td>
<td>103</td>
<td>58</td>
<td>16</td>
</tr>
<tr>
<td>Document 2</td>
<td>2602</td>
<td>580</td>
<td>55</td>
<td>7</td>
</tr>
<tr>
<td>Document 3</td>
<td>1516</td>
<td>195</td>
<td>32</td>
<td>8</td>
</tr>
<tr>
<td>Document 4</td>
<td>2605</td>
<td>706</td>
<td>39</td>
<td>5</td>
</tr>
<tr>
<td>Document 5</td>
<td>1650</td>
<td>314</td>
<td>45</td>
<td>18</td>
</tr>
</tbody>
</table>
Although it can be seen from the Table 5 that there are not so many such pairs of sentences in relation to the total number of sentences, however, these connections qualitatively affect the determination of the similarity of two sentences, which improves the process of obtaining an abstract of the document.

In this paper, we proposed method identified semantic relations between sentences that were not identified by other methods. This affects the ranking of sentences in the abstract.

For the final and detailed analysis of the results and their comparison with existing methods, it is planned to prepare a special text corpus. Calculating the accuracy of the method of the author's idea determining also requires a special corpus, which will contain not only texts but also their main abstracts (ideas). Due to the current lack of such a corpus, this is a task for further research.

4. Conclusions and Recommendations

The task of automatic abstracting is still relevant and not completely solved. In our work, we believe that the abstract demonstrates the main content of the author's text and doesn't contain "noise", because it consists of the most important sentences of the text. Therefore, the proposed method can be used to identify features of intellectual latent plagiarism and provide the expert with additional information about the "idea" of the text for analysis.

The presented modified TextRank method takes into account anaphoric references with third-person pronouns. This is an important aspect to determine all the semantic relations between sentences in the text when forming an abstract. In future works it is planned to determine the value of the modified TextRank method accuracy. To do this, a special text corpus will be prepared, focused on this task.

Thus, it can be concluded that the modification of the TextRank graph method described in the article allows obtaining a document abstract, which takes into account a greater number of semantic relations between sentences, compared to the simple TextRank method. Due to the solution of anaphora, the use of predicate algebra and predicate operations has demonstrated a successful application for determining the pronoun anaphora within the TextRank method.
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