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Abstract 
The modern period of development of society is characterized by a significant impact on its 

information technology in all spheres of life. Marketing is no exception. Among the great 

competition, it is so difficult to interest a potential buyer with your product. The solution to 

this problem is data clustering. The aim of the work is to investigate two popular clustering 

algorithms DBSCAN K-means, to analyze the dataset of customer data. The experiments 

confirmed the efficiency of the proposed methods for data clustering. It has been investigated 

that K-means for analyzing customer data. After all, the data are non-spherical in shape and 

have different densities, contain noise. However, the DBSCAN algorithm is excellent with 

such data. 
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1. Introduction 

Clustering ‒ is a unsupervised method of learning, that allows you to group a set of objects by 
different characteristics. The purpose of cluster analysis is to find existing structures, which is 

expressed in the formation of groups of similar objects ‒ clusters. Clustering is needed to identify a 

structure in the data [1, 5]. 
In data mining problem with the help of cluster analysis we can create a comprehensive summary 

of data for classification, identify patterns, form and test a hypothesis. In addition, cluster analysis is 

often used to identify data that is "knocked out" among others, because such data correspond to points 

located at a distance from any cluster. Cluster analysis is also used to compress and summarize 
data [2, 7]. 

The purpose of clustering is to get new knowledge. In order to obtain reliable data and perform the 

analysis correctly, we need to choose the right clustering algorithm. Using clustering algorithms, we 
can find similarities between clients A and B and, based on this data, make recommendations to the 

client [3, 10, 14, 17]. Therefore, the main purpose of this article is to compare two known clustering 

algorithms. Investigate for which data it is better to use this or that algorithm. Compare the 
complexity and execution time of algorithms [8]. 

2. Review of literature sources 

The main task for the analysis of data of different types is the problems of clustering. Their task is 

to identify features that work closely together to identify objects belonging to the same group 
(cluster). Clustering is unattended learning. The issue of clustering is considered in the article of 

scientists [1, 5, 8, 9]. In their article [17] for 2017, K. Chitra, Dr. D. Maheswari, they consider several 

clustering algorithms and generally analyze their work. In our paper, we provide a detailed overview 
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of two clustering algorithms (DBSCAN and K-tools) for data set analysis. Researchers wrote about 
them in their work [6, 10]. And also we investigate with what date this or that algorithm works 

better [12]. Researchers wrote about these optimization components in their works [12, 15, 17]. 

Consider in more detail the operation of the DBSCAN algorithm, which is based on determining 

the density between clusters. His job is to separate high and low density clusters [15, 17]. The authors 
[6,10,12, 17] describe in detail the algorithm K-means, gives a formal description, advantages and 

disadvantages. 

In the works of researchers [8, 10] there are experiments that confirmed the effectiveness of the 
author's proposed methods of data clustering. In [11], it was investigated that K-tools for analyzing 

customer data. In addition, the researchers [8, 12], after analyzing the data, were not spherical, they 

wrote about it in their research. Thus, they wrote about different data densities and noise. Also in [17] 
was described the feasibility of using the DBSCAN algorithm, which also had the following data. 

3. Proposed methodology 

To perform the DBSCAN algorithm, you need to use two parameters that allow you to quickly 

group objects by characteristics into clusters [6, 9]: 
1. Euclidean distance, which shows the distance between two points, it is denoted by EPS. This 

parameter determines the distance between adjacent points. 

2. The second parameter is to form a dense cluster. It is determined by the minimum number of 

points.  
Knowing these two parameters and how to determine them, you can divide the data points into 

certain categories: 

The first category includes the main point, which takes the minimum number of points within the 
epsilon (MinPts) [4, 11, 17]. Next is the boundary point, which determines the path to the main point. 

The third category is the selected point, which is not associated with any dense clusters and is called 

the result. 
Consider the algorithm of K-means. To implement it, you need to have the values of entry points 

and the value of K, where K is the number of required clusters. To analyze this method you need to 

follow a certain algorithm: 

1. In the first step, you need to select the points K, which will act as the initial centroids. 
2. The next step is to group relative to the centroid to create a cluster K. To do this, determine the 

Euclidean distance to each point relative to the centroid within the cluster. 

If we have point ),( 21 ррр  і ),( 21 qqq  , then the Euclidean distance between the points 

),( qрd will be determined by the formula 1. 
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According to formula 2, the Euclidean distance is assigned to the points closest to the centroid. 

Where ic centroids of every class, а х point from set (Formula 2). 
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3. Find next centroid, moving the centroid to the center of its cluster (Formula 3). 
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where is ‒ the set of all points assigned to i‒th cluster. 

4. Experiments 

First you need to examine the selected dataset «Mall_Customer» (Table 1). The selected dataset 

contains data on customer age, gender, annual income, and average spending. 

 



Table 1 
Dataset «Mall_Customer» 

 Customer ID Gender Age Annual Income(k$) Spending Score (1‒100) 

0 1 male 19 15 39 
1 2 male 21 15 81 
2 3 female 20 16 6 
3 4 female 23 16 77 
4 5 female 31 17 40 

 

Using data, we tried to group the data and understand. Let's start the research with the DBSCAN 

algorithm. 
As we know algorithm DBSCAN  basically requires two parameters to search for clusters: 

1. Еps; 

2. MinPoints. 

Our clustering depends on the values of these points. 
The first step, to form a cluster requires a minimum number of points, which is denoted by 

MinPoints [13, 14]. It is generally accepted to choose MinPoints not less than 3. As the data set 

increases, the number of MinPoints increases. For our dataset we take MinPoints 4. In order to find 
eps, we need to calculate the Euclidean distance to n nearest neighbor of the point m. The next step is 

to plot the distances (Figure 1). 

 

 

Figure 1: Euclidean distance between points 
 

The Figure 1 shows the Euclidean distance between points, where the y ‒ axis shows the distance 

between n ‒ points, and the x ‒ axis shows the points sorted by distance. The principle of eps 
selection is to select the point after which distance starts to increase. All points that will be located on 

the right side will be the noise. The number of noise will depend on the choice of eps. Therefore, 

according to Figure 2 eps = 0.7. 
We found parameters that we need for this algorithm: 

1. Еps ‒ 0,7. 

2. MinPoints – 4. 

It should be noted that these parameters directly affect the result. The number of noise will depend 
on the choice of eps. 

The DBSCAN algorithm begins its work by selecting one observation. Then counts the number of 

neighbors at a distance of eps (0.7). If the number of neighbors more than MinPoints (4), we classify 
our point as the basis and use it to expand the cluster. Let's look at the Figure 2, we can see that on a 

distance eps from the selected point are 6 points. So, we can say that the main point can form a 

cluster. 
 



 

Figure 2: Basic algorithm. The first classified point  
 
Each neighbor, which we have not considered before, we write in the cluster, and then use it as a 

point for further expansion of the cluster. Well, we begin to expand our cluster, consider the next 

neighbor and its neighbors (neighbors of the 2nd degree) and repeat the same algorithm. To expand 

the cluster, we consider the number of second ‒ degree neighbors. If their number exceeds MinPoints, 
then the extension point becomes the main point that will determine the next extension. Looking at 

the figure we can see that at a distance eps from our point is 4. So, we can assume that our point 

belongs to our cluster (Figure 3).  
 

 
Figure 3: Classified point  

 
We continue our algorithm further. Choose the next point. We can see that there is one point left at 

the eps' distance, and we need at least 4 points to form a cluster, so our point should not be up to any 

class, and we classify as noise (Figure 4). 
 

 

Figure 4: A point that we do not include in our cluster 
 



And so we will continue until we visit will all the points. When we do not have enough neighbors 
and main points to expand, we have completed the classification of the cluster (Figure 5). And we get 

the first formed cluster. 

 

 

Figure 5: The first cluster is formed 
 
Then we select a new point and start the process again. We continue until we form all clusters. At 

the Figure 6 we can see how the DBSCAN algorithm divided our data into clusters. 

 

 

Figure 6: Clustered data  
 
Now let's look at the operation of the K-means algorithm. 

To implement the K-means algorithm you need to find the following values: 

1. Number of cluster K. 

2. K – centroids. 
In algorithm K-means of big importance is the correct choice of the value of the parameter k ‒ if 

the number of clusters is not known in advance. 

In this case, it is usually considered nk  , where n ‒ sample size. However, for a large n, this 

choice of the parameter 𝑘 will lead to a very large number of clusters, which will lead to incorrect 

clustering. Therefore, we will apply Elbow method. It implies multiple cyclic executions of the 

algorithm with an increase in the number of selected clusters, as well as subsequent deposition on the 

graph of the clustering score (Figure 7). 



 

Figure 7: Elbow method 
 
We need to choose the point after which the schedule stops falling sharply. 

In our case, it will be point 5. That is for our clustering we will use 5 clusters. The next step is to 

select K ‒ centroid (Centroid is a point that is the center of the class). 

Well, randomly we choose 5 centers (Figure 8). 
 

 

Figure 8: Initial selection of centers 
 

We choose a point and look for the Euclidean distance from the selected point on the set of 
centroids (Figure 9). 

 

 

Figure 9: Distances from a point to certain clusters  
 
Next, we assign a given point to the cluster to which it is closest. The same we do for all points. 

When we have passed all the points, we look at the location of our centroids and move them to the 



cluster of points. as a result, we obtain the location of new centroids. This process needs to be reused 
until we know a constant value for the centers, and the last cluster will be considered as the last 

solution of the cluster (Figure 10). 

 

 

Figure 10: Clustered data 
 

Our centers around which clusters are formed are highlighted in pink on the Figure 10. 

5. Results 

Table 2 
Comparison of results  

Method Preview  

DBSCAN 

 

 

K‒MEANS 

 

 

Comparing the work of algorithms, we can see that the given dataset is best handled by the 
algorithm K-means. We can that algorithm divided data on 5 clusters. 



Table 2 shows five clusters. Let's analyze each of them: Individuals with low incomes and 
expenses are presented in cluster 4 and marked in purple. These individuals are not of interest for 

analysis because they are able to spend money within their income. 

In the second cluster, which is depicted in orange, there are people who, despite low incomes, like 

to make reckless purchases. 
In the cluster 0, the points of which are colored red, presents a sample of people with average 

incomes and expenses that correspond to this income. 

In the cluster 1, the points of which are colored blue, shows the category of people who have high 
incomes and correspondingly high costs. 

In the cluster 3, marked in yellow, represents a group of people who have high incomes but low 

costs. this is a category of buyers who are not satisfied with the quality of goods or services. 
Therefore, you need to focus on this category. 

Therefore, after analyzing our data through clustering methods, we can conclude that to increase 

profits it is necessary to pay attention to clusters 3 and 5. People from clusters 1 and 2 are frugal, so 

they spend money wisely. Cluster 4 is people who do not have the opportunity to buy additional or 
expensive goods. 

6. Discussions 

Let's try to compare the work of our algorithms by applying to different data (Table 3). 

 

Table 3 
Comparison of algorithms 

Method Preview  

Initial data set 

 

 

K-means 

 

DBSCAN 

 

 
We have a data set in the form of two crescents. We can see in the Table 3, that only the DBSCAN 

algorithm shown us the correct clusterization. Algorithms divided our data into 2 clusters, but only 



DBSCAN divided the data correctly. The K-means algorithm divided our data set according to the 
location of the centroid. And as we know that our centroids are shifted toward the largest cluster, we 

can conclude that the K-means algorithm works poorly when the data is not spherical (Table 4). 

 
Table 4 
Comparison of algorithms 

Method Preview  

Initial data set 

 

 

K-means 

 

DBSCAN 

 

 
We have the following data set. The DBSCAN and K – means algorithms identified 2 clusters 

(Table 4). However, again, only DBSCAN coped with the task correctly. First of all, K-means works 

badly with non-spherical data. And also the algorithm divides the data into approximately identical 
clusters (Table 5). 

 

Table 5 
Comparison of algorithms 

Method Preview  

Initial data set 

 

 



K-means 

 

DBSCAN 

 

 

Well, let's consider the following example. In general, we can say that each of the algorithms has 
done the task correctly (Table 5). However, the DBSCAN algorithm coped with the task better. To 

form a dense cluster, you need to determine the minimum number of points. For this purpose the point 

was entered in a certain group. If the point does not belong to any cluster, it is defined as noise. 
Accordingly, our algorithm divided our data into 3 clusters on the allocated emissions. 

Let's compare the dependence of the running time of algorithms on the amount of data (Table 6). 

 

Table 6 
Dependence of K-means operating time on the amount of data 

The amount of observation, units Work time, seconds 

1000 0.065 
1500 0.065 
3000 0.083 
6000 0.184 

10 000 0.189 

11 000 0.22 

 
We can see in the Table 6 that a large amount of data for K-means is not a problem, because the 

data processing time is not high. After all, even when we increased the amount of data 11 times, the 

operating time of the algorithm did not increase very sharply, the time difference is only 0.15 seconds. 

 

Table 7 
Dependence of DBCSAN operating time on the amount of data 

The amount of observation, units Work time, seconds 

1000 0.011 
1500 0.017 
3000 0.028 
6000 0.095 

10 000 0.117 
11 000 0.12 

 



The DBSCAN algorithm also quick classify data (Table 7). It handles a data set that contains 
11,000 observations in just 0.12 seconds. 

 

 

Figure 11: Dependence of time on the amount of data 
 
We can see that the fastest is the DBSCAN algorithm, in second place is the K-means algorithm 

(Figure 11). 

7. Conclusions 

K-means clustering for analysis of customer data in order to allocate clusters. 
Advantage: 

 Easy to implement. 

 Suitable for a large data set and is calculated much faster than on smaller data sets. 

 Is fast and efficient in terms of computational cost. 

 This clustering algorithm works well when working with spherical clusters. It works with the 

assumption of a common distribution of features, because each cluster is spherical. 

Disadvantages: 

 To implement the algorithm you need to know the number of clusters. Accordingly, we need 
for additional analysis, for example, to use the Elbow method to find the number of clusters. 

Accordingly, if we do not correctly determine the number of clusters, our algorithm will work 

incorrectly. 

 In data should not be any noisy (data that differ from the total sample of data). 

 Each cluster should have approximately the same number of observations. 

 Data must have a spherical distribution, the same data density. 

 There is a problem that is the "curse of dimension" at large dimensions, because we use a 

measure of distance. 

 Fast. 
DBSCAN clustering for analysis of customer data in order to allocate clusters. 

Advantage: 

 The algorithm handles data that contains noise. Due to the fact that we specify the minimum 

number to form a dense cluster. And we divide our points into three groups. 

 The algorithm can be executed without determining the number of clusters. 

 This algorithm allows you to work with a set of data of different forms. The MinPts 
parameter determines the effect of a single bond, which allows you to find a cluster that is not 

related to another. 

 Fast. 

Disadvantages: 

 It is very sensitive to changes in parameters (MinPoints and EPS) and, accordingly, a small 
change in parameters can lead to a big change in results. 

 Cluster datasets with large density differences cannot be well established because the 

combination of MinPoints and EPS cannot be properly selected for all clusters. 
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