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Abstract. Given that citations are not equally important, various techniques have 
been presented to identify important citations on the basis of supervised machine 
learning models. However, only a small volume of data has been annotated man-
ually with the labels. To make full use of unlabeled data and promote the learning 
performance, the semi-supervised self-training technique is utilized to identify 
important citations in this work. After six groups of features are engineered, the 
semi-supervised versions of SVM and RF models improve significantly the per-
formance of the conventional supervised versions when un-annotated samples 
under 75% and 95% confidence level are rejoined to the training set, respectively. 
The AUC-PR and AUC-ROC of SVM model are 0.8102 and 0.9622, and those 
of RF model reach 0.9248 and 0.9841, which outperform their counterparts. This 
demonstrates the effectiveness of our semi-supervised self-training strategy for 
important citation identification. 
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1 Introduction 

Citations are reckoned as a proxy of scientific knowledge flow in the literature, thus 
they are usually utilized for multifarious academic evaluation purposes, such as ranking 
of researchers [1], journals [2], organizations [3], etc. But most studies treat all refer-
ences as equally important to an interested citing publication. This is obviously not in 
line with actual situations. In recent years, researchers have argued that citations are not 
equally important and presented various techniques to identify important citations [4-
11]. 

The supervised learning methods are commonly used for this task, which learn the 
feature space of the labeled data to form a classification model. However, most super-
vised learning methods require a large amount of labeled data to ensure the performance 
of the resulting machines [12]. Currently, only a small number of citations are labeled 
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manually due to the time-consuming annotation and heavy workload. That is to say, 
large amounts of unlabeled data have not been exploited. Last two decades have wit-
nessed significant progress in the field of semi-supervised learning, and many success-
ful cases from various fields are reported in the literature [12-15]. However, important 
citations identification with semi-supervised model remains largely under-studied. 

To make full use of unlabeled data and promote the model performance, a semi-
supervised self-training method is deployed in this work. After Section 2 briefly de-
scribes the related work, the framework of semi-supervised self-training for important 
citation identification is introduced in Section 3 along with six groups of features [11]. 
Section 4 shows the statistics of labeled and unlabeled data. In Section 5, the experi-
ments of SVM and RF models armed with semi-supervised self-training strategy are 
conducted, and Section 6 concludes this work. 

2 Related work 

In the literature, various techniques have been presented to identify important citations. 
Valenzuela et al. [4] annotated 465 citations from ACL anthology and used two super-
vised learning models (SVM and RF) to conduct important citations classification. 
Since then, a plethora of studies have been implemented with different super-vised 
learning models on this annotated dataset [6-11], including SVM, RF, Naïve Bayes, K-
Nearest Neighbors, Decision Tree, Deep Learning, etc. Among all these supervised 
models, SVM and RF were the most commonly used and outperformed the other coun-
terparts. It can be seen that the supervised learning model is a main-stream technique 
in this task. However, it relies on large amount of labeled data to maintain the perfor-
mance, which is in contrast with the reality that labeled data costly to obtain. 

In practice, to overcome the limitation of little amount of labeled data and make full 
use of unlabeled data, the semi-supervised learning algorithm have received more at-
tention. Many semi-supervised learning methods are raised, such as co-training [13], 
semi-supervised support vector machine (S3VM) [14], self-training [15], etc. These 
methods have been indicated the effectiveness in improving the predictive performance 
when leveraging large amounts of unlabeled data with a small amount of labeled data. 

Among these approaches, the self-training method expands the training data with 
predictions on unlabeled data. It is easy to conduct and has great flexibility in threshold 
setting, which gives more choices on model selection. Therefore, to make full use of 
the unlabeled data, the semi-supervised self-training method is preferred to identify im-
portant citations in this paper. 

3 Methodology 

Figure 1 depicts the framework of important citations identification on the basis of 
semi-supervised self-training learning strategy. First of all, a supervised learning model 
(such as SVM and RF) is trained on the labeled data under 5-fold cross validation. After 
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learning the training set of each fold, the labels of the unlabeled data are predicted re-
spectively. We selected samples with 95%, 90%, 85%, 80%, 75%, and 70% confidence 
level as the pseudo-labeled data to rejoin the training set. For each fold, the model is 
retrained on the new combined data and evaluated on the testing set. The involved pa-
rameters are optimized correspondingly. The areas under the curve of PR and ROC are 
used as indicators for evaluating the performance. 

 
Fig. 1. Framework for identifying important citations with the semi-supervised learning model. 

As for the feature engineering, the following six groups of features from our previous 
study [11] are utilized here: G1 (two generative features extracted from the CIM 
model), G2 (Structural based features, containing 7 features), G3 (Separate citation-
based feature, containing 1 feature), G4 (Author overlap-based feature, containing 1 
feature), G5 (Cue words-based feature, containing 2 feature), G6 (Similarity based fea-
ture, containing 1 feature). Please refer to [11] for more details. 

4 Data and preprocessing 

The annotated corpus in [4] is used in this work. This dataset was randomly chosen 
from the ACL anthology and were manually annotated by one expert with the label 0 
(related work), 1 (comparison), 2 (using the work), and 3 (extending the work). For 
conducting the experiment of identifying important citations, we combine the related 
work and comparison classes into incidental class with the label 0, and using the work 
and extending the work classes into important class with the label 1. The inner-annota-
tor agreement was verified between two experts to reduce the bias raised by human 
annotation and reached 93.9% in this coarse label set. Table 1 lists the summary of the 
labeled dataset. In the end, 456 pairs of labeled data were collected after preprocessing, 
of which 14.7% are important citations. 
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Table 1. Summary of labeled dataset. 

Label Class Number of Samples 
0 Incidental 389 (85.3%) 
1 Important 67 (14.7%) 

The preprocessing steps include: (1) Collecting PDF format of citing papers and 
converting to text format by Xpdf; (2) Parsing the text format data by ParsCit to extract 
title, author, abstract and references of each citing paper as well as the generic section 
headers; (3) Extracting citation contexts based on regular expressions; (4) Prepro-
cessing all textual information including citation contexts and abstract using NLTK 
toolkit. During the preprocessing, 434 citing papers are collected, which yields 8,541 
citing and cited pairs totally.  Table 2 lists the statistics of citing paper and references. 
Apart from the labeled data described above, 8,085 unlabeled citations come into being. 
Similar to the labeled data, the feature engineering and preprocessing are also con-
ducted on all unlabeled data. 

Table 2. Statistics of citing paper and references. 

Number of Cit-
ing papers 

Number of 
unique references 

Number of total cit-
ing and cited pairs 

Number of unla-
beled data 

434 4,590 8,541 8,085 

5 Experimental results and discussion 

As two state-of-the-art discriminative models, SVM and RF are utilized here as our 
classifiers. First of all, these two models were trained on the labeled data. To tune the 
parameters of these two classifiers, grid search with 5-fold cross-validation [16] is used 
in this study. Figure 2 shows the PR curves and ROC curves of SVM and RF. As one 
can see, the area under the ROC curve (AUC-ROC) of SVM and RF models are 0.9287 
and 0.9798 respectively, and the areas under the PR curve (AUC-PR) are 0.7628 and 
0.9056 respectively. The RF model outperforms the SVM model, which is in accord-
ance with most of previous studies [4-11]. 

Then, a semi-supervised self-training on the unlabeled data is conducted. After learn-
ing the training set of each fold based on the above 5-fold data, the labels of the unla-
beled data are predicted. We select samples with 95%, 90%, 85%, 80%, 75%, and 70% 
confidence level to rejoin the training set. Table 3 lists the number of new samples of 
each fold at different confidence level. After that, for each fold, the resulting model is 
retrained on new combined data and evaluated on the testing set. Similarly, grid search 
is also used to tune the involved parameters. Table 4 reports the results of mean AUC-
ROC and AUC-PR of 5-fold under different confidence level. It can be seen that the 
AUC-PR and AUC-ROC for SVM model reach the maximum at the 75% confidence 
level, which are 0.8102 and 0.9622 respectively. The RF model has the highest AUC-
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PR and AUC-ROC at 95% confidence level (0.9248 and 0.9841). Both are better than 
the results of the above supervised learning counterparts. 

 
Fig. 2. The PR curves (a) and ROC curves (b) of SVM and RF models on labeled data with su-

pervised learning strategy. 

Table 3. Number of new samples under different confidence levels. 

Fold Model Confidence Level 
95% 90% 85% 80% 75% 70% 

1 SVM 4,444 5,977 6,714 7,067 7,334 7,533 
RF 1,002 2,406 3,670 4,709 5,368 5,909 

2 SVM 3,538 5,863 6,567 6,999 7,279 7,502 
RF 944 2,462 3,674 4,663 5,387 6,054 

3 SVM 3,993 5,913 6,649 7,025 7,306 7,517 
RF 925 2,462 3,620 4,624 5,369 6,086 

4 SVM 4,362 5,940 6,688 7,040 7,319 7,521 
RF 944 2,462 3,674 4,663 5,387 6,054 

5 SVM 3,411 5,853 6,555 6,994 7,271 7,499 
RF 944 2,462 3,674 4,663 5,387 6,054 

Table 4. Performance of SVM and RF models with semi-supervised strategy under different 
confidence levels. 

Confidence 
level 

SVM RF 
AUC-PR AUC-ROC AUC-PR AUC-ROC 

95% 0.7380 0.9217 0.9248 0.9841 
90% 0.7290 0.9078 0.9015 0.9804 
85% 0.7525 0.9225 0.8811 0.9759 
80% 0.7545 0.9248 0.8463 0.9702 
75% 0.8102 0.9622 0.8331 0.9674 
70% 0.7522 0.9292 0.8374 0.9666 

Further, to find out the contribution of each group of features, we perform an addi-
tional experiment to observe the changes of mean AUC-PR and mean AUC-ROC. Ta-
ble 5 shows the scores of mean AUC-PR and AUC-ROC of the SVM model under 75% 
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confidence level and the RF model under 95% confidence level and their rankings (in 
parentheses) as well as the average rank using different groups of features under 5-fold 
cross-validation by controlling for structure features (G2). For each com-bination, the 
resulting parameters are optimized separately. As we can observe, the baseline model 
based on the structural features achieves a mean AUCPR of about 0.7600 and 0.7903, 
and AUCROC of about 0.8906 and 0.4743. The author-overlap based features (G4) 
ranks first, which increase respectively the AUC-PR to 0.9462 and 0.8145, AUC-ROC 
to 0.8145 and 0.4798. The CIM (Citation Influence Model) [17] model-based features 
(G1) rank the second, which demonstrates that the features generated from the genera-
tive model can improve the performance of important citations identification. This ob-
servation is in accordance with the previous work [11]. 

Table 5. The performance of semi-supervised SVM and RF models with different groups of 
features in terms of mean AUC-PR, AUC-ROC, and their ranks. 

Feature SVM RF Average_rank PR ROC PR ROC 
G2 0.7600(3) 0.8906(6) 0.7903(5) 0.4743(5) 4.75 

G2+G1 0.7558(4) 0.8935(5) 0.9035(1) 0.4968(1) 2.75 
G2+G3 0.7448(5) 0.8971(4) 0.8183(2) 0.4885(3) 3.5 
G2+G4 0.9462(1) 0.9875(1) 0.8145(3) 0.4798(4) 2.25 
G2+G5 0.7822(2) 0.9065(3) 0.7065(6) 0.4604(6) 4.25 
G2+G6 0.6947(6) 0.9181(2) 0.7997(4) 0.4889(2) 3.5 

6 Conclusion 

In this paper, we refer to the practices in [4] to divide citations into important and inci-
dental classes and use semi-supervised self-training strategy to identify important cita-
tions by leveraging labeled data and unlabeled data to promote the performance and 
generalization ability. Through the semi-supervised self-training on the unlabeled data, 
the performance of the SVM model can be promoted from 0.9287 to 0.9622 and from 
0.7628 to 0.8102 and that of the RF model from 0.9798 to 0.9841 and from 0.9056 to 
0.9248 in terms of mean AUC-ROC and mean AUC-PR. This demonstrates the effec-
tiveness of our semi-supervised self-training strategy for important citation identifica-
tion. Additionally, the CIM model-based features, structural based features and author-
overlap based features contribute greatly on important citations identification. 
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