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Abstract

The Prime Convo Assistant initiative is a software development idea in-
tended to examine how we could use the automatic and interactive theorem
provers and machine learning methods to generate automatically new sen-
tences in an artificial visual language. The name Prime Convo Assistant is
a combination of the Prime Radiant and the internal conversation with our-
selves. Isaac Asimov’s psychohistorians used the Prime Radiant device to
store psychohistorical equations. The internal conversations come from Ju-
lian Jaynes’ theory of bicameral mind. Our idea is that the sentences of the
visual language in question are initially given in the form of first-order logic
formulas. In our previous work, Pasigraphy Rhapsody, we used first-order
logic formulas to create visual objects. In the framework of the present work,
we primarily conduct literature research and test existing models. On the
one hand, in the field of what neural models exist whose input is a first-order
logic corpus, and on the other hand, in the field of what deep learning-based
solutions help the operation of automatic theorem provers. In addition, in
a broader context, we examine the possible relationship between Society 5.0
and esport culture from a kind of robopsychological and robophilosophical
point of view.
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1. Introduction

The initiative called Pasigraphy Rhapsody [6] (PaRa) aims to create a first-order
logic-based artificial graphical language. In our preliminary experiments, the logic
formulas are represented by n-dimensional dotted hypercubes, the dotting of the
hypercubes has been inspired by our previous work [7] as it can be seen in Fig
1. The idea of using yslant and xslant to achieve a 3D effect like appearance is
based on Stefan Kottwitz’s example [17], see [6]. Our motivation was to invent a
Minecraft-like builder game based on such hypercubes.

Figure 1. A detail of the PaRa formalization of Lord’s Prayer in
2 and 3 dimensional LuaLaTeX visualization.

(Source: https://gitlab.com/nbatfai/pasigraphy-rhapsody)

2. Related Works

There are many languages based on first-order logic and these can be used in
modern applications. The combination of logic and machine learning is not rare, we
can see examples like extending decision trees to first-order logic [18], clustering and
instance based learning [23]. There are many first-order logic based applications
and languages like Col, a language for complex objects [1], DLP, a language for
databases [22], S-TLA+ for computer forensic investigation [24], or knowledgebases
using HiLog [21].

3. Visualization of First-Order Logic

To introduce Pasigraphy Rhapsody’s first-order logic visualization, we will use the
sentence s = Mice hate cats, which can be formalized as

∀Animal.x∀Animal.y(P.Mouse(x) ∧ P.Cat(y) ⊃ P.Hate(x,y)).
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Numbers are easier to visualize than formulas, so the first step will be to convert
these formulas to number using the Pasigraphy Rhapsody’s numeration system,
which is detailed in 4.2. The conversion between formalized objects and PaRa
numerical codes can be seen in Table 1.

Table 1. Conversion of formalized objects to PaRa numerical codes.

Formalized objects PaRa numerical code
Animal.x 32
Animal.y 96

P.Cat 10
P.Mice 14
P.Hate 18

The next step is to create coordinates from these PaRa numerical codes, so
they can be placed on a face of a hypercube. For this, we will use the following
notation: l × l is the size of the image, k is the number of dots, p is the assigned
PaRa numerical code, c denotes the coords of the dots in the form SMNIST(p)
= {c}. We enumerate all k-combinations of 𝑙2 pixels. These combinations can be
seen in Figure 2.

Figure 2. The enumeration of relevant k-combinations of 22. All
relevant 𝑘-combinations of 𝑙2 is based on

∑︀∞
𝑙=2

∑︀𝑙2−1
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)︀
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Now that we have the coordinates, we can use the Pasigraphy Rhapsody’s tiling
language to create cube faces from these. The transformation from formalized
object to cube face can be seen in Figure 3.
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Figure 3. Transformation from formalized object to SMNIST code.

After that we replace the formula’s parentheses with indentation, so we can
determine the location of the formalized objects on the hypercubes and the order
of these cubes. This step can be seen in Figure 4.

Figure 4. Indentation of formalized objects.

The formalized objects will be replaced with numerical codes as it can be seen
in Figure 5.

Figure 5. Numerical form of formalized objects.

With the location of formalized objects and their numerical codes, we can create
the dotted faces of the hypercubes as it can be seen in Figure 6.
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Figure 6. Visualized formalized objects.

The last step is to form hypercubes from these faces. Only the first three face
will form a hypercube, so the s = Mice hate cats sentence will generate 3 cubes
which can be seen in Figure 7.

Figure 7. Generated hypercubes from “Mice hate cats” sentence.

4. Prime Convo Assistant

To develop Pasigraphy Rhapsody, in our previous work [5] we proposed to formalize
standard artificial intelligence tasks (like monkey and banana [14], where there is
a monkey in a room and the bananas are suspended from the ceiling, and the task
is to knock bananas down using a stick and a chair) or to create a game where
players formalize their everyday activities. But these are very slow processes if the
latter is possible at all. Therefore, in this work, we raise the issue of examining the
possibility of automatic conversion of large corpora to Pasigraphy Rhapsody such as
converting the Lean Mathlib library [2, 12]. The goal of using a game to formalize
sentences is to reach the widest possible user community. That is important from
two main aspects. On the one hand, an esport game can shape the thinking of
players widely, namely to teach modern mathematical logic to them, but it can
also be interesting to compare Society 5.0 [15] and esport culture. On the other
hand, we could build large corpus in this way. In this work we move away from
looking for possible games but we try to fulfill the latter sub-goal with a different
method. In an axiomatic system in principle we can automatically generate new
sentences easily. The Lean Mathlib library a such axiomatic system. So it is worth
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trying to formalize it in PaRa. The first step in the PaRa formalization is to create
the first-order logic form of the investigated sentences. However, the following steps
has already been fully automated. Therefore, in principle, such a conversion may
be possible. With PaRa conversion, our goal is to study the possible neural models
that receive the same input in parallel, but one model gets its input in visual (as
PaRa images) form and the other in textual (as first-order logic formulas) form.
In this sense the conception of Prime Convo Assistant, introduced in [5], would be
transformed to a such system that has the following use cases. 1. Translating the
Lean corpus to PaRa 2. Creating new sentences from the Lean logical corpus on
the one hand and from the converted visual (PaRa) images on the other hand.

4.1. Possible Neural Models
First-order Logic Input Our first question that what neural models exist whose
input is a first-order logic corpus. Are there such BERT [13] based systems? It is
pre-trained using masked language modeling, and there is a fine-tuning step where
it is trained to specific tasks. BERT was tested on the General Language Un-
derstanding Evaluation benchmark, where the base version and the large version
scored 79.6 and 82.1 points. On the Stanford Question Answering Dataset, BERT
outperformed the nlnet and QANet ensemble systems in the terms of F1 score. An-
other question is whether a soft theorem prover, such as ROBERTa [11] could be
applied to first-order logic input. Its ability to classify a statement with a context
true or false was tested on generated datasets. The results showed that its accuracy
was 99%. The first trained model with 0 depth was unable to answer reasoning
questions. However, models with larger depth performed 97.6%, but they required
more training data. Although logic input is rather rare in machine learning, there
are some models that support it. Because of this rare kind, most machine learn-
ing libraries do not support logic, which means that we have to extend existing
models. There are many solutions that would fit Prime Convo Assistant’s like
natural language understanding with Rasa [8] or multi-task deep neural networks
[20], which performed a bit better on GLUE test than BERT with 82.7 score, or
logic reasoning with logic-integrated neural networks (LINN) [26], which can solve
logical equations with 94.4% accuracy, while recurrent or convolutional networks
achieve only 64%, or deep reasoning networks (DRN) [10]. The accuracy compar-
ison of DRNets and CapsuleNet on Multi-MNIST-SUDOKU dataset shows that
DRNets with reasoning modules outperformed simple DRNets and CapsuleNet as
their accuracy was 100% and 99.99%, while the capsule network’s was 88.46%.

Pasigraphy Rhapsody image input Beside first-order logic, Prime Convo
would use models with Pasigraphy Rhapsody image inputs. These are special kind
of images because it contains 3D cubes with a part of first-order logic formula on
it. These formulas were transformed to a numerical form, and we form coordinates
based on this representation. Each number will be placed on a cube’s side. Our
task was to find suitable models to recognize these images. There are many mod-
els we can use, but they must interpret the relative positions of the coordinates.
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Most libraries support convolutional neural network [19], which can recognize im-
ages. The biggest downside of it is that it will look for smaller image parts like
the squares on a side of the cube. If these squares appear in an image CNN can
classify it, but the relative position if squares will be ignored. Nonetheless CNN
can be a possible model to recognize Pasigraphy Rhapsody image input as it is a
popular and well supported neural model for image recognition. Another viable
alternative is the Capsule Network [25] model. It is a rather new model with the
advantage of recognizing the relative positions of objects, even if they are rotated.
The disadvantage of capsules is that it is poorly supported by machine learning
libraries.

Symbiosis of Theorem Provers and Machine Learning The DeepMind
work [3] provides some answers to our questions, as it uses formulas formally derived
from axioms as a training set. Therefore, a natural question is whether we can
repeat their results using Lean. Can machine learning provide a Jaynesian inner
voice that, for example, can say hints to the interactive theorem prover? Machine
learning can support theorem provers and with it, Prime Convo assistant too. We
can use it to select a good heuristic [9], or we can use reinforced learning for theorem
proving [16], like DeepHol [4].

4.2. Translation between Lean corpus and Pasigraphy Rhap-
sody

One of Prime Convo Assistant’s main feature is that it should translate the Lean
corpus to Pasigraphy Rhapsody. The translation can rely on the numeration system
of Pasigraphy Rhapsody. This numeration system is about converting elements of
first-order logic to natural numbers. The conversion is the following: 1. Logical
connectives and quantifiers: ∃ = 1, ∀ = 2, ¬ = 3, ∧ = 4, ∨ = 5, ⊃ = 6. 2. The odd
numbers that are larger than 6 representing sentences that are already formalised
(7, 9, 11, 13, 15, 17, . . . ). 3. The numbers that are divisible only by the first power
of 2 represent the predicate names (10, 14, 18, 22, 26, . . . ). 4. The numbers that are
divisible only by the second power of 2 represent the function names (12, 20, 28, 36,
44, . . . ). 5. The numbers that are divisible only by the third power of 2 represent
the type names (8, 24, 40, 56, 72, . . . ). 6. The numbers that are divisible only
by the fourth power of 2 represent the constants of the first type (16, 48, 80, 112,
144, . . . ). 7. The numbers that are divisible only by the fifth power of 2 represent
the variables of the first type (32, 96, 160, 224, 288, . . . ). 8. The numbers that
are divisible only by the 2n + 2-th power of 2 represent the constants of the n-th
type (22𝑛+2, 22𝑛+2 + 22𝑛+3, 22𝑛+2 + 2× 22𝑛+3, 22𝑛+2 + 3× 22𝑛+3, . . . ). 9. The
numbers that are divisible only by the 2n + 3-th power of 2 represent the variables
of the n-th type (22𝑛+ 3, 22𝑛+ 3 + 22𝑛+ 4, 22𝑛+ 3 + 2× 22𝑛+ 4, 22𝑛+ 3 + 3×
22𝑛 + 4, . . . ). These numerical codes can be converted into coordinates with the
SMNIST, and they can be visualized on a Pasigraphy Rhapsody cube.
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4.3. Creation of New Sentences
The Prime Convo Assistant is a constantly expanding system, because new sen-
tences can be added anytime. These sentences can come from Lean corpus or
Pasigraphy Rhapsody images. In the previous section we introduced the transla-
tion from Lean corpus to PaRa. From images we can recreate the first-order logic
formula if we use our own PaRa language. There can be countably infinite number
of PaRa languages because each user will have different predicates, functions, types,
constants and variables. The challenge is to interpret other PaRa languages, and
beside traditional methods, this is where machine learning can be useful. With the
available translation, every language can be expanded with other PaRa language,
what will result rather large languages.

5. Results

This paper focuses on the Prime Convo Assistant’s conceptional functionalities and
position them in the introduction of Pasigraphy Rhapsody and the game based on
this artificial graphical language. As Pasigraphy Rhapsody is a first-order logic
based language, and every user will have a different version of it, the main question
was the translation between them. For that, we did literature research about neu-
ral models that would fit for this task. For first-order logic input, deep reasoning
networks seem the most appropriate. Because of the structure of image inputs,
convolutional neural network or capsule network model would be the best. Exten-
sion is important in PaRa, because of it, these languages can merge with others.
The extension could be made with Lean corpus or Pasigraphy Rhapsody images.

6. Conclusions and Future

As Prime Convo Assistant is in a very early, conceptional phase, we can only talk
about the role of it in the Pasigraphy Rhapsody based game, and the functionalities
needed to support this game. Changing traditional first-order logic processing to
a neural model based was required, because of the possible size of the different
Pasigraphy Rhapsody languages. Even though we have the conceptional design for
Prime Convo Assistant, and functionalities like creating new sentences, translation
between PaRa languages, translation between Lean corpus and PaRa, it is a long
way before Prime Convo Assistant could be implemented and further to be used
in a builder game.
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