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ABSTRACT
In this paper, we propose a stroke classification method for table
tennis, submitted to MediaEval 2020 Sports Video Classification:
Classification of Strokes in Table Tennis. The main focus of this
paper is on the exploitation of features extracted from a pose es-
timation model in stroke classification. Specifically, we first intro-
duce an original method that incorporates PoseNet. Then, we con-
struct a DNN model based on our proposed method. Subsequently
we evaluate our stroke classification using unannotated unknown
data. Finally, we analyze the proposed method from the classifica-
tion results. The results demonstrate that the classification accu-
racy of the proposed method outperforms the baseline by 4.8%.

1 INTRODUCTION
In recent years, research on video action recognition using a DNN
model has gained the popularity. Considering this popularity, it is
natural to think of applying video action recognition to a variety
of sports fields such as athletes action analysis and creation of ed-
ucational videos for the sports. The datasets used in video action
recognition include UCF-101 [8] and Kinetics [1]. These datasets
are classified typically by types of sports and human action. On
the other hand, the stroke classification of table tennis in Media-
Eval2020 [3] requires the stroke classification within a single sport.
Therefore, it is a difficult task due to the higher degree of similar-
ity between the classes than usual general datasets. RGB and Opti-
cal Flow have been often used for the input to the DNN model for
video action recognition [2, 7, 9].We speculate that the features ex-
tracted from a DNNmodel, which enables posture estimation from
images and movies, could be used for stroke classification. In this
paper, from the above observations and speculation, we propose
a stroke classification method for table tennis based on features
extracted from the posture estimation model.

2 APPROACH
In this paper, we leverage PoseNet [5], which one of the posture es-
timation models. PoseNet can estimate a total of seventeen differ-
ent skeletal coordinates including a person’s wrist, elbow, shoul-
der, and knee by inputting RGB images. By applying this method,
it is possible to create a time series data of human skeletal coor-
dinates in the video. It is also possible to determine the position
of a human in the video frame based on the estimated coordinates
of the skeleton, which can be utilized to determine the crop posi-
tion. In this paper, we define Pose Time Series Data as time series
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data representing the transition of human skeletal coordinates in
a video.

2.1 Steps to create Pose Time Series Data
First, we input T video frames into the pre-trained PoseNet and
extract features with the number of dimensions (T,17,2) that rep-
resent the estimated coordinates (x,y) of the seventeen different
skeletons. Next, we pre-process the extracted features to input them
into the DNN model. The preprocessing of the extracted features
uses four methods: transformation from absolute coordinates to
relative coordinates, computation of moving average, normaliza-
tion, and zero padding. Here, the transformation from absolute co-
ordinates to relative coordinates is based on the estimated coordi-
nates of the skeleton in the first frame of the video. If the player
is not visible on the first frame of the video, the transformation is
based on the center coordinates in the first frame of the video. The
Pose Time Series Data created by the above procedure is used as
input of the DNN model described in section 2.3.

2.2 Crop based on skeletal coordinates
When a video frame is fed into the DNN model, it is pre-processed
by cropping video frame at the size of 120 × 120. For video ac-
tion recognition using a DNN model, we could employ cropping
methods such as Center Crop and Random Crop. However, if these
methods are used to crop the video frame, the person who is ac-
tually performing the table tennis action will not be included in
the cropped area, which will increase the risk of not being able to
classify strokes correctly. Therefore, we take advantage of PoseNet
ability to estimate seventeen different skeletal coordinates, and
compute crops based on the estimated skeletal coordinates. Specif-
ically, after inputting a video frame into PoseNet and obtaining
seventeen different skeletal coordinates, the average value of their
x-coordinates and y-coordinates is calculated. Then we crop the
frame at the size of 120 × 120, with the coordinates calculated as
the center position of the crop. The video frame cropped by the
above procedure is used as input of the DNN model described in
the section 2.3.

2.3 Model
In this task, we have implemented five different DNN models be-
cause it allows us to submit up to five runs. First, we have repro-
duced the SSTCNN [4]. This model served as the baseline model
used for performance comparisonwith the proposedmethod. Next,
we have developed a DNN model in which Pose Time Series Data
is inputted and the part that performs 1D convolution is added to
SSTCNN. The inputs to this model are three types of data: RGB,
Optical Flow, and Pose Time Series Data. RGB used as input for
the DNN model is cropped according to the method described in
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Table 1: Training Hyperparamater

Hyperparamater Value

Optimizer Method SGD
Learning Rate 0.002
Momentum 0.5
Decay 0.005
Loss Function Categorical Cross Entropy
Epoch 300
Batch Size 8

section 2.2. Optical Flow used as input for the DNNmodel is a com-
bination of two time-consecutive video frames created by Deep-
Flow [10] and a background difference proposed by Zivkovic et
al [11]. This allows us to filter out only the locations where the
change is presumed to have occurred between two consecutive
frames in time. In addition, we have enhanced the DNN model so
that it incorporates a Depthwise Separable Convolution [6] in the
convolution layer of Pose Time Series Data, free of Optical Flow for
input. Thesemodels aim to reduce the number of parameters in the
model, as the number of parameters in the trainingmodel increases
with the type of data for inputs. The differences between the five
DNN models for our submitted runs are denoted by 1⃝, 2⃝, 3⃝
which is also delineated in Table 2. Here, RGB is used for all of
DNN models.

1⃝：Include Optical Flow in the input
2⃝：Include Pose Time Series Data in the input
3⃝：Introduce Depthwise Separable Convolution

2.4 Training and Submission Runs
The models are trained by the hyperparameters shown in Table 1
for five different runs with our DNN models. The dataset [3] con-
sists of short movie clips of table tennis strokes practice. The train-
ing dataset includes 755 actions and the test dataset 354 actions.
During the training, we have not set up validation data. Instead,
we have used all 755 training data solely for training the model.
After training, we have fed the test data into the trained model
and performed stroke classification.

3 RESULTS AND ANALYSIS
The classification results of the submitted runs are shown in Ta-
ble 2. The left column shows the name of the submitted runs. The
middle column shows the differences in the models correspond-
ing to the submitted runs by means of a checklist. The right col-
umn shows the classification results corresponding to the submit-
ted runs. In addition to the results of the 20 classes of table tennis
strokes, the results of a rough classification of strokes are shown in
the columns ‘Hand’, ‘Serve’ and ‘H&S’ (Hand and Serve). Table 2
demonstrates that Run 5 turned out to be the model with the high-
est Global Accuracy, but Run 2 turned out to be the model with the
highest classification accuracy in the case of a rough stroke classi-
fication. The ConfusionMatrix of Run 5 is shown in Figure 1. From
Figure 1, it is observed that there are several classes that could be
accurately categorized in the test data, such as ‘Offensive Forehand
Flip’. On the other hand, it is also observed that the detailed stroke

Table 2: Runs Results

Components Accuracy [%]
1⃝ 2⃝ 3⃝ Hand Serve H&S Global*

Run 1 ✓ 81.64 57.34 53.67 11.86
Run 2 ✓ 81.92 62.99 57.06 16.10
Run 3 ✓ ✓ 81.36 56.78 52.26 14.12
Run 4 ✓ ✓ 79.66 57.91 52.54 13.56
Run 5 ✓ ✓ ✓ 79.66 58.19 52.82 16.67

* Global : Global Accuracy

Figure 1: Confusion Matrix (KDEME Run 5)

classification is not exactly accurate. In particular, the classifica-
tion of details in table tennis strokes has been often misclassified,
such as the difference in spin on the table tennis ball when a player
performs a stroke. It is also possible that the lack of data augmen-
tation when training the model may lead to an inaccurate stroke
classification due to overfitting.

4 DISCUSSION AND OUTLOOK
In this paper, we proposed a stroke classification method based
on PoseNet. We have implemented five different DNN models and
trained them to classify table tennis strokes with the test data.
The results exhibited that the classification accuracy of the pro-
posed method was up to 4.8% higher than the baseline. However,
we have not been able to classify them accurately and found that
there is still a room for improvement. In the future, we would like
to verify the accuracy of data augmentation and explore methods
to improve the accuracy of table tennis stroke classification from
various perspectives, such as data preprocessing method and DNN
model architecture.
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