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ABSTRACT
We introduce methods for detecting FakeNews related to coron-
avirus and 5G conspiracy based on textual data and graph data. For
the Text-Based Fake News Detection subtask, we proposed a neural
network that combines textual features encoded by a pre-trained
BERT model and metadata of tweets encoded by a multi-layer per-
ceptronmodel. In the Structure-Based Fake News Detection subtask,
we applied Graph Convolutional Networks (GCN) and proposed
some features at each node of GCN. Experimental results show
that textual data contains more useful information for detecting
FakeNews than graph data, and using meta-data of tweets improved
the result of the text-based model.

1 INTRODUCTION
In this paper, we present our methods for two subtasks of the Fake-
News Detection Task at MediaEval 2020 [9, 10]. We formalize the
FakeNews detection task as a classification problem. In text-based
subtask, we applied BERT model [2] which is the state-of-the-art
model in many NLP tasks. BERT model has been shown to be effec-
tive in many NLP tasks including text classification. We used Covid-
Twitter-BERT [8] (CT-BERT), which was trained on a corpus of
160M tweets about the coronavirus. The data used to train CT-BERT
has the same domain as the domain of data provided for the Fake-
News detection task, and we expect that we can obtain better results
with CT-BERT compared with the general BERT models trained
on open-domain data. We combined metadata-based features with
textual features obtained by CT-BERT and fine-tuned CT-BERT on
our task-specific data. Experimental results show that combining
metadata with textual features is better than using textual features
only. In the structure-based subtask, we adopted Graph Convolu-
tional Networks (GCN) [12] to capture the relations of nodes in
retweet graphs.

2 RELATEDWORK
One of the approaches to fake news detection is using the content of
the news. Content-based features are extracted from textual aspects
and visual aspects. Textual information can be extracted by layers
of CNN [4]. From textual information, we can observe features that
are specific to fake news, such as writing style or emotions [3, 13,
16]. Furthermore, both textual and visual information can be used
together to detect fake news [5, 16, 17].
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We can use social network information to detect fake news by
analyzing user-based features and network-based features. User-
based features are extracted from users’ profiles [7, 11]. Network-
based features can be extracted from propagation posts or tweets
on the graph [18].

3 APPROACH
In this section, we describe ourmethods for two subtasks: text-based
misinformation detection and structure-based misinformation de-
tection.

3.1 Text-Based Misinformation Detection

Figure 1: Text-based Fake News Detection Model.

Since tweet data is very noisy, we performed pre-processing
steps as follows before putting data into CT-BERT model.

• We deleted mentions and emojis with tweet-preprocessor,
a pre-processing library for tweet data.

• We changed the words into lowercase forms.
• There are some emojis written in text format such as “:)”,
“:(”, etc. We changed those emojis into sentiment words
“happy” or “sad”.

• We deleted punctuation characters that are not useful such
as “;”, “:”, “-”, “=”.

• We did tokenization, word normalization, word segmen-
tation with ekphrasis [1], a text analysis tool for social
medias.

FakeNews detection data is unbalanced, in which the number
of tweets labeled as a conspiracy is much smaller than the number
of tweets labeled as non-conspiracy. Therefore, we balanced the
dataset with Easy Data Augmentation (EDA) method [14].
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Pre-processed and augmented data was then put into neural
networks. In our work, we conducted experiments with two models
as follows.

In the first model, we simply passed a tweet text into CT-BERT
and used the hidden vector at [CLS] token as the representation
of the tweet. The hidden state at [CLS] is then put into a sigmoid
layer for 2-class classification or into a softmax layer for 3-class
classification.

In the second model, we combined text-based features with meta-
data based features in a neural network shown in Figure 1. First, we
get the embedding vector of a tweet text using CT-BERT. After that,
we used 1D-CNN [6] with different filter sizes. By doing that, we
can use more information from various sources for prediction. We
passed metadata-based features into a fully-connected layer with
batch normalization. Finally, we concatenated metadata features
with all outputs from 1D-CNN and passed them into a sigmoid layer
for 2-class classification or a softmax layer for 3-class classifica-
tion. In addition to provided metadata, we extracted other features
including the number of retweets, favorites, characters, words, ques-
tion marks, hashtags, mentions, and URLs in the tweet, the posted
time of the tweet, and a binary feature to indicate whether or not it
is a sensitive tweet. From users’ profiles, we extracted the number
of friends, followers, groups, favorites, and statuses that users have
posted. We also used the created time and whether or not the users’
profiles have been edited, and whether they are verified accounts or
not. In total, we extracted 22 features including metadata features.

In experiments, we used the implementation of BERT in the
library Transformers of HuggingFace [15].

3.2 Structure-Based Misinformation Detection
We applied Graph Convolutional Network [12] (GCN) for structure-
based subtask. The model uses traditional GCN on first-order prox-
imity matrix and second-order proximity matrix. The first order
proximity is created by adding edges in the original adjacency ma-
trix in order to a directed graph into an undirected graph. The
second-order proximity matrix is also an undirected graph and is
created by taking into account shared neighbors of each two nodes.

We passed three created graphs into two layers of GCN, with the
filter size of 64. After that, we concatenated three output graphs hor-
izontally and then used global max pooling to get the embedded vec-
tor of the entire graph. Finally, we passed it into a fully-connected
layer of 512 nodes with dropout then added a sigmoid layer for
2-class classification or a softmax layer for 3-class classification.

In GCN, from the input graph, for each node, by using networkx
library1 we created nine features: page-rank, in/out-degree, hub,
and authority, betweenness centrality, closeness, number of trian-
gles, eigenvector centrality. For the first run, we use only the nine
extracted features as node features. For the second run, we include
provided metadata features into node features.

4 RESULTS AND ANALYSIS
4.1 Text-Based Misinformation Detection
We submitted two runs for each of two-class classifier and three-
class classifier.

1https://networkx.org

Table 1: Evaluation Results for Text-based Subtask

Run 2-class 3-class

Run-1: Tweet only 0.361 0.412
Run-2: Tweet + other features 0.396 0.419

Table 2: Evaluation Results for Structure-based Subtask

Run 2-class 3-class

Graph+extracted features 0.151 0.088
Graph+metadata+extracted features -0.081 0.151

• Run-1: We use the first model presented in Section 3.1 to
generate results.

• Run-2: We use the second model presented in Section 3.1.

Table 1 shows results of our submitted runs. For the first run
with tweets only, we obtained 0.361 of Matthews correlation coeffi-
cient (MCC) and 0.412 of MCC for 2-class and 3-class classification,
respectively. In the second run, using tweets and other features, we
obtained 0.396 of MCC and 0.419 of MCC for 2-class and 3-class
classification, respectively.

4.2 Structure-Based Misinformation Detection
We submitted two runs in the structure-based subtask.

• Run-1: We used 9 extracted features as node features in
graphs.

• Run-2: We included metadata-based features along with 9
extracted features as node features.

Table 2 shows the results for two runs. For the first run, we got
0.151 of MCC for 2-class classification and 0.088 of MCC for 3-class
classification. For the second run, we got -0.081 of MCC for 2-class
classification and 0.151 of MCC for 3-class classification. We can
see that metadata-based features did not show their benefits in our
GCN model.

In 2-class classification, the second run is better than the first
run when we evaluated on the development set. We obtained 0.30
and 0.31 of MCC, respectively. The reason for the performance gap
might be that the way we standardized features or split training
data is not good.

5 CONCLUSIONS AND FUTUREWORK
We have presented our proposed methods for the two subtasks
at MediaEval 2020 FakeNews Detection Task. In the text-based
subtask, we have shown that using metadata-based features and
other proposed features outperformed the model with only text
features. The MCC scores of our proposed models are still low,
especially in the structure-based subtask. In future work, we plan
to use external resources to compare different information sources
and calculate the probability that a piece of information is false. We
believe that it is a natural way to detect misinformation.
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