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ABSTRACT

The Sports Video Classification Tasks in the Multimedia Evaluation
2020 Challenge focuses on classifying different types of table tennis
strokes in video segments. In this task, we - the HCMUS Team -
perform multiple experiments, which includes a combination of
models such as SlowFast, Optical Flow, DensePose, R2+1, Channel-
Separated Convolutional Networks, to classify 21 types of table
tennis strokes from video segments. In total, we submit eight runs
corresponding to five different models with different sets of hyper-
parameters in each of our models. In addition, we apply some
pre-processing techniques on the dataset in order for our model
to learn and classify more accurately. According to the evaluation
results, one of our team’s methods out-performs all other teams. In
particular, our best run achieves 31.35% global accuracy.

1 INTRODUCTION

In the Multimedia Evalutaion Challenge 2020 (MediaEval2020), one
of the tasks is classification table tennis strokes in video segments
[8]. In the task, the authors conduct experiments on the TTStroke-
21 dataset [9]. The dataset consists of 20 table tennis stroke classes,
combining 8 kind of services, 6 offensive strokes, and 6 defensive
strokes. In addition, there is a class named "Unknown" for identify-
ing the video segments without any activity or stroke.

We implemented five runs independently in order to benchmark
different methods, and we conduct experiments on distinct sets of
our augmented / pre-processed dataset. Thus, we describe the five
runs in Section 2 and 3.

2 APPROACH

By examining the videos of training and test set, we realize that the
context around the table tennis player in each video is not important,
and we desire our models to solely concentrate on learning the
action of the player. Therefore, we propose a way to remove the
background around the player by the following technique.

2.1 Data pre-processing with DensePose for
Background Removal

Particularly, for both train and test set, we utilize the DensePose
model [1] to extract the mask from the person in each frame of the
video sequence. Then, we extend the mask to its local region to
capture minor context around using binary dilation, and we blur
the mask inside-out by the Gaussian filter with suitable parameters.
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After that, we multiply the created mask with the original frame
to get a new frame showing just the "biggest" player. In case the
mask obtained from DensePose from a frame is too small in area
(smaller than a pre-defined threshold - 5 percent of the area of the
image in our experiment), we do not modify that frame. After this
step, we have videos that only concentrate on showing the players.
We are still unable to process the case when DensePose detects
more than one player in a frame. Besides, we also employ simple
data augmentation methods on the video segments such as rotation,
translation, flip to get more relevant data. The background removal
process is shown in the Figure 1.

[

Figure 1: Background Removal Process
2.2 Late Temporal Modeling in 3D CNN
Architectures with BERT

Late Temporal Modeling in 3D CNN Architecrtures (LateTempo-
ral3DCNN) with BERT for Action Recognition [6] is a method
combining 3D convolution with late temporal modeling for action
recognition. The paper replaces the conventional Temporal Global
Average Pooling (TGAP) [7] layer at the end of 3D convolutional
architecture with the Bidirectional Encoder Representations from
Transformers (BERT) [3] layer in order to better utilize the temporal
information with BERT’s attention mechanism.

2.3 Channel-Separated Convolutional

Networks (CSN)

Channel-Separated Convolutional Networks [11] was first intro-
duced by Facebook AI in ICCV 2019. The paper emphasized the
important role of the amount of channels interaction in the ac-
curacy of 3D group convolutional networks. All of convolutional
operations are separated into either pointwise 1 X 1 X 1 or depth-
wise 3 X 3 X 3 convolutions. That change not only reduces the
computational cost but also improves the accuracy significantly.

2.4 Twin Spatio-Temporal Convolutional
Neural Networks (TSTCNN)

In this task, we also use the Twin Spatio-Temporal Convolutional
Neural Networks (TSTCNN) [10] and conduct experiments on it
with our minor adjustments to classify the fine-grained sports ac-
tions. To extract the useful information, we compute the optical
flow values of each video frame by Lucas-Kanade method, then
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Classifier Videos with labels
number

(1) Forehand, Backhand

(2) Defensive, Offensive, Serve

3) Offensive Hit, Offensive Flip,

Offensive Loop

Defensive Push, Defensive Block,

4) Defensive Backspin

5) Serve Forehand Topspin, Serve Forehand Sidespin,
Serve Forehand Loop, Serve Forehand Backspin

©) Serve Backhand Topspin, Serve Backhand Sidespin,

Serve Backhand Loop, Serve Backhand Backspin

Table 1: Six classifiers for six corresponding set of labels

utilize that information for estimating the Region Of Interest (ROI).
The idea is for our model to concentrate on the stroke motion re-
gion for learning the unique feature of each class. And then, we
feed the sequence of cropped RBG images and its corresponding
normalized (by min-max normalization) optical flow values into
the TSTCNN, which consists of a spatio-temporal CNN siamese net-
work. We inherit the TSTCNN architecture with 3 spatio-temporal
convolutional layers and a fully connected layer in each branch.

3 EXPERIMENTS AND RESULTS
3.1 First run - Run 03

For this run, we use CSN method (mentioned in Section 2.3) with-
out modified as the baseline to demonstrate for the method. We
use Resnet3D architecture as our backbone, with I3D heads [2] as
classification part. We also disable batch norm operations because
it leads to a higher accuracy in overall. At the result, we achieve
86.9% on our validation dataset and 28.81% on the test dataset.

3.2 Second run - Run 04

In this run, we use LateTemporalModeling3DCNN method (men-
tion in Section 2.2) combined with several models to inspect the
effectiveness of the method. The used methods are RGB ResNeXt101
[5] and RGB ResNeXt101 with BERT, RGB SlowFast50 [4] (derived
from ResNet50) and RGB SlowFast50 with BERT, and RGB R(2+1)D
[12]. All models use 64-frame length except the RGB R(2+1)D uses
32-frame length because we want to keep the configuration from [6].
Initially, we accidentally set the number of classes to be 51 since we
try to configure the dataset to be the same as the HMDB51 and the
RGB ResNeXt101 gives the best result of this run (we achieve 87.9%
on our validation dataset and 25.42% on the test dataset). However,
when we fix the number of classes to be 20 - the actual one - and
use the more complex backbones (even with BERT architecture),
the results are not as good as the initial one.

3.3 Third run - Run 06

In run 6, we use multi-video classification models based on the
SlowFast Network [4] on the background removal video frames.
Particularly for the training phase, we train six different classifiers
with six different sets of videos, shown in Table 1.

All of the six classifiers are SlowFast Network with the ResNet50
backbone. In the inference phase, we first predict the person playing
Forehand or Backhand stroke, then Serve, Offensive, or Defensive
stroke. After that, based on this prediction, we choose the model
to infer the remaining part of the stroke. Experiments show that
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with this method our models can recognize forehand, backhand,
and serve with high precision.

3.4 Fourth run - Run 07

Inherited from the impressive performance of CSN method (run 03),
we modify the model to solve multi-label classification task. By our
observation, the 20 classes can be split into three separate labels
as following, Offensive/ Defensive/ Serve, Forehand/ Backhand,
and Loop/ Backspin/ Sidespin/ Topspin/ Hit/ Push/ Flip/ Block.
That idea makes our model learn the partial labels and reduce the
confusion of the similarity in the 20 classes. Instead of using Cross
Entropy Loss, we use Binary Cross Entropy with Logits Loss to
demonstrates the score of each class.

After the training phase, we post-process the predictions in each
video. Among the predictions which have positive scores, if the
labels of the top 3 highest scores exist (present in the 20 classes),
then we use 3 of them as the reliable results. In case the predicted
label is not in the 20 labels, we take top 5 (either positive or negative),
and the combination which has the highest total score is chosen.
The results is unreliable and need to take into consideration in the
ensemble process. Using multi-label classification, we achieve 97%
mAP (~ 89.51% top 1 score) on the validation dataset. Another key
idea of the run 07 is that, we try to ensemble it with run 03 on the
Serve activities.

3.5 Fifth run - Run 08

In this run, we consider this task as a multi-label classification
problem and we design our pipeline to classify each of the videos to
multi-labels. We split the combined original label into multi-label
as in run07 but there is a minor difference, for instance, Defensive
Backhand Backspin is split into Defensive Backhand and Backspin.
Our pipeline consists of three modified TSTCNN models (mentioned
in Section 2.4) with the same architecture and their outputs are two
spitted labels and the original label, respectively.

3.6 Results

Table 2 shows the results of our 5 runs in term of accuracy.

Run ID Run3 | Run4 | Run6 | Run7 | Run8
28.81% | 25.42% | 27.96% | 31.35% | 25.42%

Accuracy

Table 2: HCMUS Team Submission results for Table Tennis
Stroke Classification Task

4 CONCLUSION AND FUTURE WORKS

In conclusion, we benchmark many different approaches on the
manipulated TTStroke dataset during the MediaEval Challenge
2020. One of our submissions achieve the best result in term of
global accuracy, which is 31.35%, compared to the submissions of
all other teams. For the future work, we aim to extract human 3D
mesh-based from each frame of the videos in order to have better
classification results. The mesh could be rotated in different angles
which helps our model to learn more efficiently.
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