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Abstract. AI-based systems use trained machine learning models to make 

important decisions in critical contexts. The EU guidelines for trustworthy AI 

emphasise the respect for human autonomy, prevention of harm, fairness, and 

explicability. Many successful machine learning methods, however, deliver 

opaque models where the reasons for decisions remain unclear to the end user. 

Hence, accountability and trust are difficult to ascertain. In this position paper, 

we focus on AI systems that are expected to interact with humans and we propose 

our visionary architecture, called ECA-HAI (Explainable, Compliant and 

Adaptive Human-Automation Interaction)-RefArch. ECA-HAI-RefArch allows 

for building intelligent systems where humans and AIs form teams, able to learn 

from data but also to learn from each other by playing “serious games”, for a 

continuous improvement of the overall system. Finally, conclusions are drawn. 
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1 Introduction 

Artificial Intelligence (AI) is increasingly being used in applications that impact 

society. To make important predictions/decisions in critical contexts, AI-based systems 

make use of trained machine learning (ML) models, which may consist of (deep) neural 

networks ((D)NN). For instance, an AI-based semi-autonomous-driving vehicle is 

expected to evaluate and “co-manage” the risk together with the driver, while a fully 

autonomous vehicle is even expected to self-manage the risk.  
The demand for trustworthiness is increasing from the various stakeholders of AI. 

According to the guidelines proposed by the European Commission, trustworthy AI 

means guaranteeing compliance, safety, security, reliability, adaptability, 

explainability. This last guarantee, which sometimes is referred to as eXplainable AI 

(XAI), has been identified as an utmost need for the adoption of ML methods in critical 

contexts. The initially proposed monolithic end-to-end NN-based paradigm for self-

driving vehicles, known as ALVINN [1], suffers from opacity. Subsequent proposals, 

introduced modularity and limited the role of ML. The current state of the art envisioned 

paradigm for self-driving vehicles, however, re-introduces an end-to-end NN-based 

solution [2], that is now modular and expected to enable supervision so as to become 

explainable. In general, beyond the automotive application of AI-based systems, many 
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successful machine learning methods, however, still deliver opaque models where the 

reasons for decisions may remain inexplicable to the end user. This lack of transparency 

ensures that responsibility for decision making cannot be corroborated. Either one 

limits the computational reach of an AI artefact, or one significantly restricts the data 

on which the artefact is built to ensure compliance, or one tries to understand it.  

In this position paper, we propose a novel architecture, called ECA-HAI-RefArch, for 

building intelligent systems where humans and AIs form teams, able to learn from data 

but also to learn from each other by playing “serious games”, for a continuous 

improvement of the overall system. ECA-HAI-RefArch integrates and extends 

solutions for: explaining AI-based information systems, checking/arguing and self-

reflecting about compliance of the explained AI behaviour with the normative spaces 

of pertinence as well as about the compliance of the interaction with the upcoming 

normative spaces, gamifying the interaction between the intelligent artificial system 

and the human intelligence. 

The rest of this paper is structured as follows. In Section 2, we provide essential 

background information. In Section 3, we describe our architecture. In Section 4, we 

discuss related work. Finally, in Section 5, we draw our conclusions. 

2 Background  

In this section, we recall the background on which we build our proposed architecture. 

2.1 Rule Induction of CNP Explanations (RICE) 

The RICE method [3] generates explainable models through a combination of 

sensitivity analysis to extract input-output pairs that are critical to interpreting the black 

box’s behaviour, followed by a program synthesis stage to generate an alternative 

representation of how the black box functions. Unlike other established explanation 

methods (such as LIME [4]), which provide localized explanations, RICE provides a 

globally interpretable explanation. RICE has three phases: 1) the probing phase takes 

the opaque model, the types of the inputs and outputs of the model, and generates a 

dataset of critical example input/output pairs; 2) the synthesis phase deals with 

searching the space of programmes to derive a mapping, namely a programme written 

in CNP (COMBILOG with Named Projection[4]), from the critical inputs to outputs. 

Finally, 3) the interpretation phase ensures that the CNP programme can be translated 

into human language or to other logic representations. 

2.2 ACCEPT 

ACCEPT (Automated Compliance Checking of Engineering Process plans against 

sTandards) [5-6] is a tool-supported method for modelling processes checkable for 

compliance, i.e., processes elements enriched with compliance information through 

annotations representing formalized standards requirements in FCL (Formal Contract 

Logic) [7]. FCL permits users to represent and reason about normative knowledge, i.e., 
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the obligations and permissions can be defined and the compliance effects they produce 

in the process plans can be formally verified.  

2.3 MDSafeCer 

MDSafeCer (Model Driven Safety Certification) [8] is a model-driven tool-supported 

method for semi-automatically generating process-based arguments from fallacy-free 

process models. MDSafeCer generates structured arguments that link the evidence with 

the claims about compliance with the normative space. The arguments are generated 

once the absence of omission of key evidence is verified. 

2.4 Reflection 

Quoting Torresen et al [10]: “Self-aware and self-expressive computing describes an 

emerging paradigm for systems and applications that proactively gather information; 

maintain knowledge about their own internal states and environments; and then use this 

knowledge to reason about behaviours, revise self-imposed goals, and self-adapt. 

Systems that gather unpredictable input data while responding and self-adapting in 

uncertain environments are transforming our relationship with and use of computers.” 

This kind of advanced self-aware reflective systems can be realized by means of the 

notion of Reflection Principle [11], by which a designer can encode various forms of 

uncertain or plausible reasoning, and sophisticated meta-constraints (either local or 

global) over the system's functioning [12-13] aimed at run-time self-checking. 

2.5 Gamification 

Gamification is the use of game design elements in non-game contexts [14]. It offers 

new approaches to adult learning, as it uses intrinsic motivation for achieving 

individual, team or social objectives [15]. Gamification could also be used for 

controlling artificial hybrid systems, where computational intelligence is improved by 

complementing it with human intelligence in an interactive ML approach [16]. 

3 A Vision towards ECA-HAI 

In this section, we present our visionary architecture, called ECA-HAI RefArch, which 

stands for Explainable, Compliant and Adaptive Human-Automation Interaction 

Reference Architecture. ECA-HAI RefArch builds on top of the building blocks, which 

were introduced in Section 2. More specifically, as depicted in Fig. 1, the ECA-HAI 

RefArch consists of a two-layered architecture.  

The first layer comprises the components used at design time: 1) a component that 

perfors the synthesis of an opaque neural network model (based on the RICE method); 

2) a component that performs the interpretation of the Explained Neural Network 

Model (based on the RICE method in conjunction with ACCEPT and MDSafeCer) and 

presents the interpretation in terms of compliance results (the process-based 

behavioural representation of the neural network model complies with e.g. the motor 
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vehicle safety act i.e., the neural network model must not lead to unreasonable risk of 

death or injury; the neural network model must not lead to responsibility delegation 

when inappropriate e.g. by delegating the responsibility to humans when humans 

cannot control an hazardous event) and argumentation fragments (fragments of 

justifications for the neural network model behaviour in relation to the stated goals). 

This interpretation ensures that the opaque artefact is both legally and ethically sound.  

The second layer comprises the components used at run-time: 1) a component that 

transforms the model of neural network into a representation adequate for serious 

games within a gamification environment (a virtual arena, where the interaction 

between the human and the artificial intelligence can safely take place and be explored 

without repercussions, by playing with ‘what if’ scenarios, by guiding the two learners 

and by tracking their performance); 2) a component that is responsible for a twofold 

functionality: the gamification of the interaction between the human (e.g., urban air 

traffic controller, road vehicle driver, etc.) and the artificial intelligence (represented 

by the neural network model) and the generation of a model describing the interaction 

and result of the learning experience during the serious game; 3) a component that 

(based on reflection/argumentation/quality evaluation) interprets the generated output 

regarding the interaction and produces: a compliance report, an argument for the 

assurance case to assure society regarding the harmless interaction, and a quality report 

regarding the learning experience. The dynamics of the architecture is given in terms 

of an activity-diagram-like style where the components are the activities.  

 
Fig. 1. ECA-HAI RefArch 

4 Related work 

To the best of our knowledge, no one has adequately studied human-automation 

interaction trust or its potential to be increased by means of such a progressive 

combination of approaches. Thus, we can claim that our proposed “serious games” go 

beyond XAI and pioneer X/C H-AI I (eXplainable/Compliant Human-Artificial 

Intelligence Interaction). With regards to ML trustworthiness and explainability, in [17] 

the authors provide a comprehensive survey on the opportunities and challenges of 
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explanation extraction. Definitions of trustworthy AI, as elaborated in [18], rely on 

explainability of the artefacts in use. There are mainly two approaches to explainability. 

First is revealing the specific sections of a case that lead to a decision, as LIME does. 

Second is the set of methods that produce a general description of the opaque AI artefact 

[19]. With regards to argumentation about AI-based systems, proposals for arguing 

about trustworthy ML have been proposed by various authors [20-21]. However, these 

proposals lack a holistic perspective, limiting the focus on specific domains, or concern. 

With regards to compliance checking in the context of AI-based systems, in [22] 

authors discuss how the combination of mental attitudes and obligations can be framed 

in Defeasible Logic and how this logic permits users to reason about norm-compliant 

artificial intelligence. With regards to “serious games”, in [23], authors propose a game 

theoretic traffic model that can be used to test and compare various autonomous vehicle 

decision and control systems and calibrate the parameters of an existing control system.   

5 Conclusion and future work 

In this paper, we have presented our vision for building intelligent systems where 

humans and AIs form teams, able to learn from data but also to learn from each other 

by playing “serious games”, for a continuous improvement of the overall system so that 

subsequent refinements will yield a responsible AI. The dichotomy of mind/AI is 

speculated in a way that provides reciprocal skill development and better understanding 

of each other’s’ role and performance. Continuous training using different human 

experts offers to our envisioned solution a potentially continuous upgrade and 

adaptation to new events and scenarios (including edge cases). By exposing AI to more 

and more human intelligence, the hybrid team will become more and more effective 

(rationality-&-creativity-based synergies could emerge and could be detected and used 

to develop future normative spaces). As Marvin Minsky stated: “What magical trick 

makes us intelligent? The trick is that there is no trick. The power of intelligence stems 

from our vast diversity, not from any single, perfect principle.” [24]. As future work, 

we intend to make our vision concrete. 
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