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Abstract  
A distributed computer system containing clusters connected through a network is considered, each 

of which receives a separate stream of requests. Possibilities, based on the redistribution of requests 

between clusters, are investigated to increase the probability of timely execution of a non-uniform 

flow of requests of different criticality to service delays. The efficiency of inter-cluster redistribution 

of requests through the network with replication of the most latency-critical requests is shown. 

When replicating queries, the condition for timeliness of computations is to service at least one 

replica of a query in a time less than the maximum allowable time. An indicator of the efficiency of 

the systems under consideration is the readiness to timely fulfill all requests of a non-uniform flow 

in terms of criticality. 

An analytical model is proposed and the efficiency of increasing the availability and timely 

servicing of a flow that is heterogeneous in terms of criticality to latency requests is shown on the 

basis of redistribution of requests between clusters through the network with possible replication of 

the most latency-critical requests. The influence on the efficiency of a multicluster computer system, 

the proportions of requests redistributed between clusters, is established, and the existence of their 

optimal values is shown, which make it possible to achieve the maximum readiness of a multicluster 

system for timely execution of a heterogeneous flow of requests. 
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1. Introduction 

High demands are placed on distributed computer systems in real time, in terms of reliability [1-3], 

fault tolerance, performance and acceptable service delays [4-6]. The problems of increasing fault 

tolerance, reliability, timeliness and continuity of calculations are especially acute for distributed 

cyberphysical systems [7-12].  

High indicators of reliability and timeliness of computations in distributed systems uniting many 

clusters are achievable as a result of the consolidation and sharing of resources [13-16], including when 

redistributing requests between clusters [17-20]. Redistribution of requests allows you to adapt to 

resource outages and traffic changes. For real-time systems that are critical to service delays, 

redistribution of requests can increase the reliability and the likelihood of their timely execution. 

Additional possibilities for ensuring the reliability and timeliness of the execution of requests in 

infocommunication systems are provided by their redundant service [17-18], in which copies are 

created for critical to the waiting requests and distributed for execution to different computer nodes. If 

the input stream of requests is heterogeneous, the multiplicity of reservation of requests can be assigned 

differently, taking into account their criticality to the permissible waiting time [19-21].  
________________________--- 
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Redistribution of replicas of requests through the network can be based on multipath routing 

technologies [17-18] and multipath redundant transmissions] [21-22].  

The purpose of this article is to study the possibilities of increasing the reliability and the probability 

of timely servicing of a flow that is heterogeneous in terms of criticality to the latency of requests based 

on the redistribution of requests between clusters through the network with the possible replication of 

the most latency-critical requests.  

When replicating requests, the condition for a timely service request is to service at least one replica 

in a time less than the maximum allowable time.  

The efficiency of redundant servicing of heterogeneous traffic can be determined by the probability 

that all types of requests will be serviced taking into account the constraints on admissible queuing 

delays specified for them.  

The effect of increasing the likelihood of timely service is achieved as a result of redistributing 

requests with varying their redundancy rate depending on the constraints on the allowable waiting time 

in queues.  

The proposed research is aimed at resolving a technical contradiction. arising during the reservation 

of a part of the requests, which leads both to an increase in the probability of timely execution of at 

least one replica of the reserved requests, and to an increase in the overall load of the system, which 

negatively affects the increase in this probability.  

The investigated effect of increasing the probability of timely servicing is achieved when replication 

of the most critical to waiting requests does not lead to a violation of the conditions of timely execution 

of all other requests.  

The article solves the problem of analyzing the influence of redistribution of requests during their 

replication on increasing the probability of timely servicing of all types of flow requests that differ in 

the allowable waiting time (criticality).  

For real-time systems, when the system operability condition is determined by the requirement of 

timely servicing of a non-uniform flow of requests, the proposed redundant redistribution of the most 

critical to waiting requests leads to an increase in the availability (functional reliability) of the system. 

The novelty of the proposed research consists in analyzing the possibilities and efficiency of 

increasing the probability of timely execution of a non-uniform flow and the reliability (availability) of 

multicluster systems based on redistribution of the flow of requests between clusters with replication 

of the most latency-critical requests.  

The proposed research is aimed at solving the practical problem of increasing the reliability of 

systems that require timely servicing of a heterogeneous flow of requests, different criticality to the 

permissible waiting time.  

It should be noted that in practice, under conditions of traffic variability during operation, the 

investigated redundant redistribution of requests should be based on monitoring traffic [23, 24], as well 

as the load and availability of system resources. 

 

2. Probability of timely servicing of a non-uniform flow with redistribution of 
requests  

Consider a distributed computer system containing clusters connected through a network, each of 

which receives a separate stream of requests. Adaptation of the system to server failures and overload 

is achieved by redistributing requests between clusters.       

The probability that the waiting time for a request in a node (server) of a cluster, rep-resented by a 

single-channel queuing system of the M / M / 1 type [25, 26], is less than the maximum allowable time 

t is calculated as 
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where is the intensity of requests, arriving at the node, v is the average query execution time. 



The probability of timely execution of queries, taking into account their possible redistribution 

between clusters for queries arriving in the first and second clusters, we find, respectively, as 
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where g and d are the proportions of requests of the first and second flows executed in the first and 

second clusters without redistribution through the network, D is the delay in transmitting a request 

through the network, t1 and t2 are the maximum allowable waiting times for requests of the first and 

second flows, the intensities of which, respectively,   and  . 

The intensity of requests served in the first and second clusters containing n and m nodes, taking 

into account the redistribution, are, respectively 
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Condition for stationarity of the service mode 
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In the simplest case, when realizing redistribution through one communication node, represented as a 

single-channel queuing system of the M / M / 1 type [25, 26] 
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where vs is the average time of transmission of a request through the network, the intensity of the flow 

of requests redistributed through the network 

 (1 ) (1 )s g d  = − + −  . 

If there are ns nodes in the network involved in the redistribution of requests, each of them receives 

requests with an intensity 
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The probability of timely execution of requests of both threads is defined as 

1 2R PP=  .                                                                        (2) 

The results of calculating the probability of timely execution of requests of the first and second flows 

R are shown in Fig. 2, where curves 1-6 correspond to d = 0.1; 0.3; 0.5; 0.7; 0.9. Figure 1 a) represents 

the case t1 = 0.4 s and t2 = 0.2 s, and Figure 1 b case - t1 = 0.4 s and t2 = 0.4 s. The calculations were 

performed at v = 0.1 s, the intensity of the first and second flow of requests  = 50 1/s (  = 1) and the 

delay in the transmission of requests through the network D = 0.01 s. 

The presented dependencies confirm that inter-cluster re-distribution of requests significantly affects 

the probability of timely servicing of requests, and allows you to maximize the probability of timely 

execution of requests of different criticality to the time of acceptable waiting. Moreover, the optimal 

shares of requests redistributed through the network significantly depend on the ratio of the criticality 

of requests of different flows to the delays, which is confirmed by a comparison of the graphs in Figure 

1 a and b. 
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Figure 1. Probabilities of timely execution of requests of the first and second R threads 

(simultaneously) 
 

3. Probability of timely servicing of a heterogeneous flow during 
redistribution with replication of requests  

Let us consider the systems when two streams of requests are allocated with replication of requests of 

the second stream when the replicas are directed for execution to different clusters. Requests from the 

first thread are redistributed to the second cluster with probability g. 

The probability of timely execution of the requests of the first thread is determined by the formula 

(1) at 

( )1 g n =  + , 

( )2 1 g m =  − +   . 



The probability of timely execution of replicas of the second stream queries executed in the first and 

second cluster. defined as 
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The probability of timely execution of at least one of the replica requests of the second thread is 

calculated as 

( )( )2 21 221 1 1P P P= − − −  .                                                     (3) 

The probability of timely execution of requests of both threads is determined by formula (2) when 

calculating P2 by formula (3). 

The results of assessing the probability of timely execution of requests from the first and second R 

flows with possible replication of requests from the second flow are shown in Fig. 2, where curves 1-5 

correspond to the redistribution of requests without replication at d = 0.1; 0.3; 0.5; 0.7; 0.9, and curve 

6 represents the variant with replication of requests of the second stream when they are directed to 

different clusters. The calculations were performed at v = 0.1 s and the intensity of the first and second 

flow of requests  = 70 1/s (  = 1), at t1 = 0.6 s, t2 = 0.2 s and D = 0.01 s with the redistribution of the 

first flow between clusters. 

 

 
Figure 2. Probabilities of timely execution of requests of the first and second R threads with 

possible replication of requests of the second thread 
 

4. System readiness for timely execution of requests  



The readiness of the system is determined by the probability of finding it at the moment of receipt 

of the request in one of the operable states, which provide the necessary quality of performing the 

required tasks. In computing systems, one of the conditions for stable functioning (operability) is the 

ability to service requests in a stationary mode. To compensate for the negative impact of the 

accumulation of failures on the performance of a multi-cluster system, the redistribution of requests 

between clusters in order to ensure a stationary mode of service during the consolidation of resources 

of all clusters allows. 

The probability of operability of a multicluster system, providing for redistribution of requests 

between clusters through the network, is defined as 

1 2(1 )L LP R R R R= − + ,                                                                          (4) 

where RL is the probability of the network operability R1 and R2 are the probability of the operability of 

the cluster system with and without redistribution of requests through the network. 

Redistribution is possible provided that at least one node is operational in each cluster, which is used 

to redistribute (transmit and receive) requests through the network. 
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where p is the probability of a node's operability (for recoverable systems, the availability factor of a 

node), Λ, Λβ is the intensity of the flow of requests to one and the second cluster, v is the execution 

time of a request in the cluster server; m and n are the number of nodes (servers) in clusters, , ,i j ij  

the conditions for the combination of efficient nodes of both clusters to ensure the probability of 

timely servicing of requests with probabilities not less than the maximum permissible value p01 and 
p02, respectively, for the first and second streams, for which the maximum allowable time for 

servicing requests is specified as t1 and t2. 

The condition for fulfilling the requirements of timeliness of service for requests of the first and 

second streams ,i j   without their redistribution is given as 
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The condition of timely service of requests with their possible redistribution between clusters is 

specified as: 

1ij = , if ( ) ( )01 02ij ijb p a p   , else 0,ij =  

moreover, the probabilities that the delays in queues do not exceed the limit of the admissible time t1, 

t2 for requests of the first and second flows (formed by the first and second clusters) are given as: 
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where gij and dij are the proportions of requests from the first and second flows generated and sent for 

servicing to the first and second clusters, respectively, without their redistribution through the network, 

D is the average delay in the transmission of a request through the network. The shares of requests of 

the first and second threads can be adaptively set depending on the accumulation of failures in the first 

and second cluster. The shares of redistributed requests g and d can be set for the initial state, without 

adaptation to the accumulation of failures, which reduces the potential effect of distribution, but allows 

one to reduce the time spent on displaying the states of the remaining clusters in each cluster and 

recalculating the shares gij and dij. 

The dependence of the probability of the system operability with the specified shares (g, d) on their 

intensity, taking into account the probabilistically specified requirement of timeliness of service, is 

shown in Figure 3 a), and on the share of the flow of requests g - in Figure 3 b) (for the specified values 

of d) In fig. 4 and at t = 0.01 s curves 1-4 correspond to the cases when the shares (g, d) are equal to: 

(0.5; 0.5); (0.8; 0.8); (0.1; 0.1); (0.95; 0.1). In fig. 4 b) curves 1 -3 correspond to the share of requests d 

= 0.5; 0.1; 0.9, formed and executed in the second cluster. The graphs show the impact on the level of 

system reliability, the proportion of requests redistributed between clusters and the existence of their 

optimal values, which allow to achieve the maximum system reliability as a result of the redistribution 

of flows between clusters. 

The presented graphs show the efficiency of redistribution of requests between clusters, as a result 

of which it is possible to increase the reliability of the system, taking into account the requirement of 

timely service of requests. 

The effect is achieved as a result of the fact that, depending on the traffic intensity and waiting time 

limits for different types of requests, the shares of redistributed requests are set, at which the maximum 

functional reliability of the system is achieved. It should be noted that if the threads are not stationary, 

adaptive reallocation of requests is required, taking into account traffic monitoring. 

Within the framework of the currently developed model-oriented design of infocommunication 

systems, the presented models and approaches to increasing the efficiency of multicluster systems can 

be used to justify the choice and optimization of design solutions for the construction of distributed 

fault-tolerant real-time systems, including included in cyber-physical systems [27-30]. 

 
a) 

 
b) 



 
Figure 3. Influence of the intensity of requests and the proportion of their redistribution through 

the network on the readiness of the system for timely execution of requests 

 

5.  Conclusion 

An analytical model is proposed and the efficiency of increasing the availability and timely 

servicing of a flow that is non-uniform in criticality to latency requests is shown, based on the 

redistribution of requests between clusters through the network with possible replication of the most 

delay-critical requests. 

The influence on the level of reliability of a multicluster computer system, the proportions of 

requests redistributed between clusters, is established and the existence of their optimal values is 

shown, allowing to achieve the maximum readiness of a multicluster system for timely execution of a 

non-uniform flow of requests. 
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