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Abstract

In the era of total digitalization, an important application area is the creation of platforms for remote
educational and scientific laboratory research on real equipment. The online laboratory ITMO.cLAB
is a multi-level infrastructure that integrates laboratory equipment for various purposes (from micro-
controllers and FPGAs to analytical instruments and technological units) with cloud services for the
preparation, performing a full-scale and mixed experiment, with simulation and modeling tools, infor-
mation and methodological databases, logs of experiments and checkpoint tests. The platform is actively
developing. Now it supports laboratory equipment from two very different application areas: embedded
computing and thermophysical experiment.
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1. Introduction

Using the achievements of modern info-communication technologies, many systems for re-
mote communication, training, and various services appear and develop in the world. These
services have become firmly established in many areas of people’s lives and are taken for
granted. Their absence is perceived as an anachronism.

One of these areas is higher education. The classical learning process ties students to a
specific place and time of classes. At the same time, modern technologies allow organizing
almost complete remote communication between teachers and students. At the same time,
a huge number of video courses, books, articles, and various blogs on almost any topic are
available to students online. This significantly reduces the value of full-time attendance at
lectures, as well as (to a lesser extent) practical and laboratory studies.

In addition to live communication with the teacher (professor), the student needs to access
the laboratory equipment. Let us consider the arising problems using the example of studying
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embedded computing systems.

The small and cheap development boards that could be delivered to every student are too
simple for any complicated laboratory work. The required devices are quite complex and ex-
pensive, and also not so widespread. In some cases, real training devices can be replaced with
simulators. However, even in this case, distance learning faces the following problems:

1. Licenses for proprietary simulators (even academic ones) are expensive. It is relatively
easy to equip a computer lab with such licenses, but it will be problematic to provide
each student with a license for remote work.

2. Free and open-source simulators, for example, QEMU [1], or university developments,
such as GEM-5 [2], require a lot of computing resources. Also, these simulators usually
require ad-hoc extensions to solve specific educational tasks.

3. Simulators, even simulating the device as a whole [3], give an "ideal" model of execution.
A real device always has hardware errors or is prone to interference, etc., which makes
its programming much more realistic.

Similar problems exist in other groups of technical and natural sciences. In any case, the
approaches considered above do not allow each student to deploy their own full-fledged sub-
stitution of a university laboratory.

Having this, we think that the best way to organize remote laboratory work is to provide
remote access to real laboratory equipment for a large number of users. The relevance of this
approach is confirmed by the presence of actively developing solutions in the field of creating
remote laboratories both for the study of information technologies [4, 5] and in other areas [6,
7].

2. ITMO.cLAB cloud laboratory

We have developed the ITMO.cLAB cloud lab as a service to provide students and teachers
with remote access to educational laboratory equipment anytime and anywhere. Any device
with an internet browser can be used, including laptops, tablets, and even smartphones.

ITMO.cLAB is designed to solve the following range of educational, scientific, and technical
problems:

1. Providing hardware access for conducting ITMO distance online courses with a lot of
students (thousands of people).

2. Providing ITMO students with laboratory access for conducting experiments during sci-
entific and pre-diploma practices.

3. Supporting students’ scientific and technical creativity in various informal ITMO asso-
ciations.

4. Providing access to laboratory equipment on a commercial basis for universities, col-
leges, school clubs, special interest groups, commercial companies, and start-ups, as well
as DIY enthusiasts.



“Virtual laboratory” allows you to carry out lab work and coursework, implement the prac-
tical experiments for a graduation project, set up experiments during scientific research, or test
various ideas.

Fields of ITMO.cLAB applications:

1. Support for training courses and research related to the design of modern computing sys-
tems: embedded and cyber-physical systems, Internet of Things-based systems, Industry
4.0 systems, etc.

2. Support for training courses and research in natural sciences (for example, lab works in
thermal physics, optics, etc.).

One of the key features of ITMO.cLAB is support for different scenarios of working with
laboratory equipment:

1. Batch processing of requests for access to equipment. The scenario can be implemented
if the experiment is carried out in a fully automatic way. Applications with the nec-
essary input data are queued and processed as the equipment becomes available. This
achieves maximum equipment utilization with relatively short processing waiting times.
Depending on the duration of one experiment, the number of equipment installations can
be several times or tens of times less than the number of users simultaneously working
with them. This is much better than can be achieved with access to equipment via a
“remote desktop”.

2. Real-time access. This scenario is implemented if there is a need for interactive interac-
tion with the laboratory equipment during the experiment. The user is provided with
information about the experiment (values, graphs) in real-time and handles to control
the installation.

3. ITMO.cLAB architecture

ITMO.cLAB includes three levels of components: client, infrastructure, and executive levels.
The core of the system is the infrastructure layer, which provides (Fig. 1):

« registration and authentication of users;
« access for different categories of users to the necessary system components;

« resources sharing during laboratory equipment access (queues of requests, batch pro-
cessing);

« storage and processing of data about the equipment access sessions (for example, auto-
matic testing of the students’ lab assignments).

The infrastructure level is an information system that is hosted on an Internet server or in
the “cloud”. Some of the components of the client and physical layers are also in the "cloud".

The "cloud" part of ITMO.cLAB uses a microservice architecture, which allows the flexible
scalability of the system by distributing individual system components across different servers.
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Figure 1: ITMO.cLAB organization in the applied viewpoint

The number of users depends on the allocated computing resources and can reach several
thousand people.

The client level is the user interface. Access is available via an internet browser, so the
client device requirements are minimal. The executive level includes laboratory equipment
connected to ITMO.cLAB and additional hardware and / or software components that allow
remote control (for example, turning on / off the power, loading software into the device, etc.)
and debugging (including step-by-step at the source level, nested debug, using special test
agents and logging tools) [8, 9, 10]. In addition, it includes information system components
that support a particular type of equipment.

With the modular architecture, new components can be added to ITMO.cLAB to support a
variety of laboratory equipment and simulators. In addition to physical equipment, a variety
of simulators can be connected at the executive level. The throughput of the system at this
level is easily scalable when connecting new instances of laboratory equipment.

Now the prototype of the ITMO.cLAB system has been implemented, which supports con-
nection of the SDK-1.1M training microprocessor devices. These devices are used during courses
at the Faculty of Software Engineering and Computer Systems related to embedded systems.
Work with devices is carried out in batch mode. Also, integrating the TFK-4.0U thermophysi-
cal controllers is in progress. These controllers are used for courses in the physics of thermal
processes at the Faculty of Cryogenic Engineering. The TFK-4.0U controller will be used in
real-time mode.

ITMO.cLAB is currently deployed in test mode on one of the servers in ITMO Technopark.
According to the technical characteristics of the server equipment, the current prototype allows
connecting 100-200 students simultaneously.

Further in the paper, the hardware and software of the current version of the ITMO.cLAB
system will be considered in more detail.



4. Laboratory cloud infrastructure

ITMO.cLAB is implemented as a web application and has a web interface for browser access.
The advantage of such a solution is the possibility of remote access from anywhere in the world
from any platform (Windows, Mac OS, Linux, or iOS and Android).

The cloud infrastructure is divided into front-end and back-end. The web interface is im-
plemented using the Vue.js Javascript framework using the Vuetify.js graphics library. The
selected set of technologies allows you to create an adaptive user interface that works equally
well on any device.

The backend uses such technologies as REST API, Kotlin, Ktor. To ensure modularity and
scalability of the system, its functionality is divided into microservices. Examples of tasks
solved by microservices are:

1. Maintenance of one pool of educational laboratory devices.

2. Serving tasks for pools of educational laboratory devices.

3. Maintenance of a database with educational documentation and tests.
4. Monitoring microservices and collecting event logs.

In the future, it is planned to add new functions related to project management: source
code repository, bug tracker, continuous integration system, project management system, etc.,
which will systematize the educational process and provide students and workgroups with free
services.

In the current version of ITMO.cLAB, three types of users are implemented: student, teacher,
and administrator. The student has access to educational literature and documentation, can
take tests connected to lab work, and also has remote access to laboratory equipment. De-
pending on the educational course, a specific type of laboratory equipment is available to the
student. Thus, students studying embedded systems will work with the SDK-1.1M, and physics
students will work with the TFK-4.0U thermophysical controller.

The teacher’s responsibilities include interacting with student users and their groups, namely:
adding, editing, deleting. Also, the teacher can create new laboratory work, tests, documenta-
tion, and assign them to study groups (Fig. 2).

The ITMO.cLAB system provides teachers with the ability to record and control the execu-
tion of test assignments and laboratory work. For example, a teacher can see in real-time what
stage of laboratory work a student is at. If the laboratory work is performed using TFK-4.0U,
the teacher can view the execution of the experiment of any student. In the case of perform-
ing work on the SDK-1.1M, the teacher can see information about the queue for downloading
programs to controllers.

5. Laboratory equipment

5.1. SDK-1.1M

SDK-1.1M is a complex platform for technical creativity and study of electronics produced by
LMT Ltd. and developed jointly with the professors of the Faculty of Software Engineering and
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Figure 2: The example of creating a laboratory work assignment

Computer Systems of ITMO University [11, 12]. It is used during classes on computer science,
embedded and cyber-physical systems design.

Unlike boards that can be purchased for little money in numerous online stores, SDK-1.1M’s
technical solutions meet the standards of industrial controllers. This allows students to get
familiar with real modern microprocessor systems, as well as use the SDK-1.1M as a key ele-
ment of a “smart home” system or robots of various types and purposes. Also, SDK-1.1M has
methodological support and example projects that will help in the study of microprocessor
technology.

SDK-1.1M has a modular architecture. There are several options for its computing core in-
cluding microcontrollers and microprocessors of various complexity. Also, there are expansion
slots for connecting boards with own SDK-X form factor and expansion boards of the Arduino
standard.

The basic model SDK-1.1MC.407 is based on the 32-bit STM32F407VG microcontroller with
an ARM architecture processor. SDK-1.1M has a wide range of external peripherals and inter-
faces (Fig. 3) including external EEPROM 1 Kbit, real-time clock, OLED display, accelerometer,
electromagnetic sound emitter, a set of signal LEDs (green, yellow, red), I2C keyboard with 12
buttons, MicroSD-card slot, UART, RS-485, Ethernet 10/100M, USB.

When organizing remote access to microprocessor devices, the following main options are
available:

1. Limited access to device hardware. In-system programming is used (the microcontroller
has a resident bootloader-monitor) and no external equipment is required to control the
hardware.

2. No restrictions on access to hardware capabilities. Requires external equipment to load
the program into the device and restart it, as well as a test harness for working with
external interfaces.

3. Extended external environment: connecting logic analyzers, combining several devices,
etc.
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Figure 4: Pool of SDK-1.1M controllers connected to ITMO.cLAB

The first option was chosen as the base one since it provides fair enough capabilities for the
educational process purposes, but seriously simplifies the requirements for the hardware of the
virtual laboratory. However, an expansion module with an integrated logic analyzer has been
developed, and it is planned to support it within ITMO.cLAB for advanced debugging when
working with discrete signals, 12C, SPI, UART interfaces, etc.

The device is connected to the network via the Ethernet interface (Fig. 4). A special boot-
loader software was developed for the device, which is connected to the ITMO.cLAB server.
The MQTT protocol is used to communicate with the server.

The bootloader accepts execution requests, which include a software image for the micro-
controller. The loader uses the In-Application-Programming method: reprogramming is per-
formed through one of the application interfaces using a program running in the microcon-
troller’s own memory. Since the built-in FLASH memory of the microcontroller has a limited
rewriting resource, the user program is placed and executed in RAM.

One of the main problems with remote programming of microcontrollers in this scenario is
the inability to visually observe the results of the loaded program execution (for example, the
blinking of an LED or a waveform on an oscilloscope). To solve this problem, an event tracing
library was developed. It provides the ability to record three types of events: discrete, string,
and data. Discrete events are timestamps in microseconds with an event ID and value (1 or 0).
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Figure 6: Visualization of user program execution trace on SDK-1.1M

Lines and data are written to memory in the following order: timestamp, length, data. For each
type of event, 20 KB of CCMRAM-memory of the microcontroller is allocated. Each event type
has its own packaging structure in memory. Discrete events are recorded in pairs of 4 bytes:
timestamp and event code. Lines and data are written in the following order: timestamp (4
bytes), 1 or 2 bytes of length, and N bytes of a string or data (Fig. 5).

After completing the trace, the CRC32 is calculated and the microcontroller is reset to boot-
loader mode. 8 seconds are given for the execution of the user program (this time is limited
by the watchdog timer). If the user program does not call the trace termination function, or if
the execution took more than 8 seconds, it is reset to the bootloader without saving the trace
information.

The trace buffer is read from the controller immediately after a reset. The received data can
be interpreted into text logs and diagrams in a web application (Fig. 6).

The algorithm of a student’s work in the laboratory is as follows:

Download the project template for SDK-1.1M from the repository on GitHub.
Develop a program according to the assignment.

Compiled the project and generate an executable image.

Upload the received image via the web interface.

A

Get a text log and an event diagram.



Figure 7: The TFK-4.0U controller

5.2. TPLab

TPLab thermophysical laboratory is a hardware / software complex integrated with the ITMO.cLAB

cloud laboratory, which can be used to solve a wide range of problems in the field of thermo-
physical experiments of a technological, research, and educational nature. The use of a cloud
laboratory offers many advantages, such as creating a network of controllers to collect data
from remote objects, using the controller under the control of portable personal devices with-
out the need for physical connection to the device, remote monitoring, and organization of
remote laboratory work.

The TPLab thermophysical laboratory uses the TFK-4.0U controller [13] (Fig. 7) as a mea-
suring device. It is developed by LMT Ltd. together with the professors of the School of
Biotechnology and Cryogenic Systems at ITMO University. It is a part of the TFK family of
controllers, which have proven themselves well as devices for educational and industrial ap-
plications [14, 15].

The TFK-4.0U controller is built with a modular principle using the LMTFusion platform of
distributed infrastructure and industrial automation produced by LMT Ltd. [12] The possibility
of the simultaneous connection of temperature sensors of various types is provided, which is
necessary for studying thermal processes, properties of temperature sensors, for performing
precision measurements of thermophysical characteristics. Also, the TFK-4.0U controller can
control several channels of heaters and other actuators for the automatic execution of experi-
ments (Fig. 8).

To measure physical characteristics a TFK-4.0U uses an MA842 analog input-output mod-
ule, to which thermocouples, resistance temperature detectors (RTDs), and digital temperature
sensors of the DS1820 type are connected. The SCG-3.6 controller is used as a communica-
tion module, which provides interaction with user terminals and external Internet services,
including ITMO.cLAB, provides an interface for I / O expansion modules.

The measuring range of thermo-electromotive force in the controller allows using most stan-
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Figure 8: Structure and external interfaces of the TFK-4.0U controller

dard and custom types of thermocouples. To ensure the required resolution used series connec-
tion of the differential amplifiers and 18-bit multi-channel analog-to-digital converter (ADC).
To ensure operation with resistance thermometers, a digital-to-analog converter (DAC), a high-
precision voltage-to-current converter, and an analog multiplexer are used. This circuit allows
measuring resistance up to 700 ohms.

6. Conclusion

The organization of educational and scientific laboratories with remote access using real equip-
ment hardware is a complex and relevant segment of activities at the connection of sociocy-
berphysical systems, educational technologies, experiment automation, and numerous applied
scientific and technical fields. The development of such laboratory complexes and platforms
requires the study and formalization of known and new scenarios of use, as well as scenar-
ios of the behavior of various categories of users (students, teachers, researchers, laboratory
assistants and service personnel, system administrators) [16]. Another area of work is the de-
velopment of means and technologies for remotely conducting an experiment, which requires
the division of terminal laboratory equipment and usage scenarios into some categories and
the proposal of a reasonable number of unified solutions. Another area to be considered is the
development of automated support and analysis tools for remote educational laboratory activ-
ities and scientific experiments, as well as the creation of special methods for remote group
project activities of students.

The team of authors plans to develop the present work, first of all, in the second direction
and is interested in cooperation with colleagues to cover all areas in such an important and
complex area as remote educational and scientific laboratories.
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