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Abstract

Emotion is a complicated notion present in music that is hard
to capture even with fine-tuned feature engineering. In this
paper, we investigate the utility of state-of-the-art pre-trained
deep audio embedding methods to be used in the Music Emo-
tion Recognition (MER) task. Deep audio embedding meth-
ods allow us to efficiently capture the high dimensional fea-
tures into a compact representation. We implement several
multi-class classifiers with deep audio embeddings to predict
emotion semantics in music. We investigate the effectiveness
of L3-Net and VGGish deep audio embedding methods for
music emotion inference over four music datasets. The exper-
iments with several classifiers on the task show that the deep
audio embedding solutions can improve the performances of
the previous baseline MER models. We conclude that deep
audio embeddings represent musical emotion semantics for
the MER task without expert human engineering.

Introduction
It is an essential step for music indexing and recommen-
dation tasks to understand emotional information in music.
Previous Music Emotion Recognition (MER) studies ex-
plore sound components that can be used to analyze emo-
tions such as duration, pitch, velocity, and melodic interval.
Those representations are high-level acoustic features based
on domain knowledge (Wang, Wang, and Lanckriet 2015;
Madhok, Goel, and Garg 2018; Chen et al. 2016; Lin, Chen,
and Yang 2013).

Relying on human expertise to design the acoustic fea-
tures for pre-processing large amounts of new data is not
always feasible. Furthermore, existing emotion-related fea-
tures are often fine-tuned for the target dataset based on mu-
sic domain expertise and are not generalizable across differ-
ent datasets (Panda, Malheiro, and Paiva 2018b).

Advancement in deep neural networks now allows us
to learn useful domain-agnostic representations, known as
deep audio embeddings, from raw audio input data with no
human intervention. Furthermore, it has been reported that
deep audio embeddings frequently outperform hand-crafted
feature representations in other signal processing problems
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such as Sound Event Detection (SED) and video tagging
task (Wilkinghoff 2020; DCASE 2019).

The power of deep audio embeddings is to automatically
identify predominant aspects in the data at scale. Specifi-
cally, the Mel-based Look, Listen, and Learn network (L3-
Net) embedding method recently matched state-of-the-art
performance on the SED task (Cramer et al. 2019). Using
a sufficient amount of training data (around 60M training
samples) and carefully designed training choices, Cramer
et al. were able to detect novel sound features in each au-
dio clip using the L3-Net audio embeddings (Cramer et al.
2019). Cramer et al. released their optimal pre-trained L3-
Net model which can now be extended to new tasks.

In this paper, we compare and analyze the deep audio
embeddings, L3-Net and VGGish, for representing musical
emotion semantics. VGGish is also a type of deep audio em-
bedding method based on a VGG-like structure trained to
predict video tags from the Youtube-8M dataset (Abu-El-
Haija et al. 2016; Hershey et al. 2017; Jansen et al. 2017,
2018). We repurpose the two deep audio embeddings, origi-
nally designed for the SED task, to the task of MER. In eval-
uating the performance of the embedding methods over four
different music emotion datasets, we use the embeddings in
several classification models and evaluate their efficacy for
the MER task on each dataset.

Our results show that the embedding methods provide
an effective knowledge transfer mechanism between SED
and MER domains without any additional training samples.
More importantly, the deep audio embedding does not re-
quire expert human engineering of the sound features for
the emotion prediction task. Our study reveals that audio-
domain knowledge from the SED task can be extended to
the MER task.

Related Work
One of the goals of the MER task is to automatically rec-
ognize the emotional information conveyed in music (Kim
et al. 2010). Although there are many studies in the MER
field (Soleymani et al. 2013; Yang and Chen 2012; Yang,
Dong, and Li 2018), it is a complex process to compare fea-
tures and performances of the studies because of the techni-
cal differences in data representation, emotion labeling, and
feature selection algorithm. In addition, different studies are
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Figure 1: The Proposed Workflow. The figure shows the
proposed approach using deep audio embeddings for the
MER task.

difficult to reproduce as many of them use different pub-
lic datasets or private datasets with small amounts of music
clips and different levels of features.

Previous studies have utilized neural networks to effi-
ciently extract emotional information and analyze the salient
semantics of the acoustic features. Recent works explore
neural networks given the significant improvements over
hand-crafted feature-based methods (Piczak 2015; Salamon
and Bello 2017; Pons and Serra 2019; Simonyan and Zisser-
man 2014). Specifically, using Convolutional Neural Net-
works (CNNs) and Recurrent Neural Networks (RNNs)
based models, several studies attempt to extract necessary
parameters for emotion prediction and reduce the dimen-
sionality of the corresponding emotional features (Cheuk
et al. 2020; Thao, Herremans, and Roig 2019; Dong et al.
2019; Liu, Fang, and Huang 2019). After careful feature en-
gineering, these methods are suitable for a target data set
for emotion prediction, however, a considerable amount of
training and optimization process is still required.

Deep audio embeddings are a type of audio features ex-
tracted by a neural network that take audio data as an input
and compute features of the input audio. The advantages of
deep audio embedding representations are that they summa-
rize the high dimensional spectrograms into a compact rep-
resentation. Using deep audio embedding representation, 1)
information can be extracted without being limited to spe-
cific kinds of data, and 2) it can save time and resources.

Several studies have used deep audio embedding meth-
ods in music classification tasks. For example, Choi et al.
implemented a convnet feature-based deep audio embed-
ding and showed how it can be used in six different mu-
sic tagging tasks such as dance genre classification, genre
classification, speech/music classification, emotion predic-
tion, vocal/non-vocal classification, and audio event classi-
fication (Choi et al. 2017). Kim et al. proposed several sta-
tistical methods to understand deep audio embeddings for
usage in learning tasks (Kim et al. 2019). However, there
are currently no studies analyzing the use of deep audio em-
beddings in the MER task across multiple datasets.

Knowledge transfer is getting increased attention in the
Music Information Retrieval (MIR) research as a method to
enhance sound features. Recent MIR studies report consid-
erable performance improvements in music analysis, index-
ing, and classification tasks by using cross-domain knowl-

edge transfer (Hamel and Eck 2010; Van den Oord, Diele-
man, and Schrauwen 2013). For automatic emotion recog-
nition in speech data, Feng and Chaspari used a Siamese
neural network for optimizing pairwise differences between
source and target data (Feng and Chaspari 2020). In the
context of SED, where the goal is to detect different sound
events in audio streams, Cramer et al. (Cramer et al. 2019)
propose a new audio analysis method, using deep audio em-
beddings, based on computer vision techniques. It remains
to be seen if knowledge transfer can be successfully applied
on deep audio embeddings from the SED domain to the MIR
domain for the task of MER.

In this study, we use deep audio embedding methods de-
signed for the SED task and apply it over four music emotion
datasets for learning emotion features in music.

Methods
Downstream Task: Music Emotion Recognition
We employ a two-step experimental approach (see Figure 1).

Step 1. Given a song as an input, a deep audio embedding
model extracts the deep audio embeddings that indicate the
acoustic features of the song.

Step 2. After extracting deep audio embeddings, the se-
lected classification model predicts the corresponding emo-
tion category that indicates the emotion label of the song.

Deep Audio Embeddings
We choose two deep audio embedding methods, L3-Net
and VGGish, which are state-of-the-art audio representa-
tions pre-trained on 60M AudioSet (Gemmeke et al. 2017)
and Youtube-8M data (Abu-El-Haija et al. 2016). AudioSet
and Youtube-8M are large labeled training datasets that are
widely used in audio and video learning with deep neural
networks.

Figure 2: Network Architecture of L3-Net and VGGish.
The input spectrogram representations are 128x199 for L3-
Net and 96x64 for VGGish. Blue boxes, yellow boxes,
and green boxes denote the 2D convolutional layers, max-
pooling layers, and fully-connected layers, respectively. The
number inside of the blue box is the size of filters and the
number inside of the green box is the number of neurons.



Look, Listen, and Learn network (L3-Net) L3-Net is an
audio embedding method (Cramer et al. 2019) motivated by
the original work of Look, Listen, and Learn (L3) (Arand-
jelovic and Zisserman 2017) that processes Audio-Visual
Correspondence learning task in computer vision research.
The key differences between the original L3 (by Arand-
jelović and Zisserman) and L3-Net (by Cramer et al.) are
(1) input data format (video vs. audio), (2) final embedding
dimensionality, and (3) training sample size.

The L3-Net audio embedding method consists of 2D con-
volutional layers and 2D max-pooling layers, and each con-
volution layer is followed by batch normalization and a
ReLU nonlinearity (see Figure 2). For the last layer, a max-
pooling layer is performed to produce a single 512 dimen-
sion feature vector (L3-Net serves as an option for output
embedding size such as 6144 or 512, and we choose 512 as
our embedding size). The L3-Net method is pre-trained on
Google AudioSet 60M training samples containing mostly
musical performances (Gemmeke et al. 2017).

We follow the design choices of the L3-Net study which
result in the best performance in their SED task. We use Mel
spectrograms with 256 Mel bins spanning the entire audible
frequency range, resulting in a 512 dimension feature vec-
tor. We revise OpenL3 open-source implementation1for our
experiments.

VGGish We also verify another deep audio embedding
method, VGGish (Simonyan and Zisserman 2014), VGG-
structure (VGGNet) based deep audio embedding model.
VGGish is a 128-dimensional audio embedding method,
motivated by VGGNet (Simonyan and Zisserman 2014), and
pre-trained on a large YouTube-8M dataset (Abu-El-Haija
et al. 2016). Original VGGNet is targeting large scale im-
age classification tasks, and VGGish is targeting extracting
acoustic features from audio waveforms. The VGGish audio
embedding method consists of 2D convolutional layers and
2D max-pooling layers to produce a single 128 dimension
feature vector (see Figure 2). We modify a VGGish open-
source implementation2 for our experiments.

Music Emotion Classifiers
From the computed deep audio embeddings, we predict an
emotion category corresponding to each audio vector as a
multi-class classification problem. We employ six differ-
ent classification models, Support Vector Machine (SVM),
Naive Bayes (NB), Random Forest (RF), Multilayer Percep-
tron (MLP), Convolution Neural Network (CNN), and Re-
current Neural Network (RNN).

For each classification task, we use 80% of the data for
training, 10% for testing, and 10% for validation. All six
classification models are implemented in Scikit-learn (Pe-
dregosa et al. 2011), Keras (Chollet et al. 2015), and Ten-
sorflow (Abadi et al. 2016). In the case of MLP, CNN, and
RNN classification models, we share some implementation
details below.

1OpenL3 open-source library:https://openl3.readthedocs.io/en/latest/index.html
2VGGish:https://github.com/tensorflow/models/tree/master/research/audioset/

vggish

•MLP: We implement the MLP model with two of a sin-
gle hidden layer with 512 nodes, a ReLU activation func-
tion, an output layer with a number of emotion categories,
and a softmax activation function. The model is processed
using the categorical cross-entropy loss function and we use
Adam stochastic gradient descent (Kingma and Ba 2014).
We fit the model for 1000 training epochs with the default
batch size of 32 samples and evaluate the performance at the
end of each training epoch on the test dataset.
• CNN: For CNN classification model, we revise the con-

volutional filter design proposed by Abdoli et al. (Abdoli,
Cardinal, and Koerich 2019), which includes four 1D con-
volution layers and a 1D max-pooling operation layer. Each
layer processes 64 convolutional filters. The input to the net-
work is a Mel spectrogram, size of 512 feature vector ex-
tracted from a deep audio embedding method. This input
size is varied depending on the type of embedding meth-
ods. For example, in the case of L3-Net, the embedding size
is 512, VGGish embedding size is 128. ReLU activation
functions are applied to the convolutional layers to reduce
the backpropagation errors and accelerate the learning pro-
cess (Goodfellow, Bengio, and Courville 2016). The soft-
max function is used as the output activation function with a
number of emotion categories. Adam optimizer, categorical
cross-entropy loss function, and the batch size of 32 sam-
ples are used. The stopping criterion is set as 1000 epochs
with an early-stopping rule if there is no improvement to the
score during the last 100 learning epochs.
• RNN: Weninger et al. (Weninger, Eyben, and Schuller

2014) propose LSTM-RNN design as an automaton-like
structure mapping from an observation sequence to an out-
put feature sequence. We use LSTM networks with a point-
wise softmax function based on a number of emotion cate-
gories. Adam optimizer, the categorical cross-entropy loss
function, and the batch size of 32 samples are used. The
same stopping criterion is set as CNNs.

Evaluation
Dataset
Four different datasets are selected for computing the emo-
tional features in music data. In Table 1, we show the number
of music files of each dataset by emotion category.
• 4Q Audio Emotion Dataset: This dataset is introduced

by Panda et al. (Panda, Malheiro, and Paiva 2018a), anno-
tated each music clip into four Arousal-Valence (A-V) quad-
rants based on Rusell’s model (Russell 2003): Q1 (A+V+),
Q2 (A+V-), Q3 (A-V-), Q4 (A-V+). Each emotion category
has 225 music clips, and each music clip is 30 seconds long.
The total music clips for the dataset are 900 files.
• Bi-modal Emotion Dataset: This dataset is introduced

by Malheiro et al. (Malheiro et al. 2016) in a context of bi-
modal analysis in the emotion recognition with audio and
lyric information. The emotion category is also annotated
into four A-V quadrants by Russell’s model. In this dataset,
each emotion category has a different number of music clips,
Q1: 52 clips; Q2: 45 clips; Q3: 31 clips, and Q4: 34 clips,
and each music clip is 30 seconds long. The total music clips
for the dataset are 162 files. The size of this dataset is the



Table 1: Dataset Details. The number of emotion categories
in each dataset and the number of clips in each emotion cat-
egory are described. Q1, Q2, Q3, Q4 means the emotion cat-
egories of the four Arousal-Valence (A-V) quadrants based
on Russell’s model (Russell 2003): Q1 (A+V+), Q2 (A+V-
), Q3 (A-V-), Q4 (A-V+). For RAVDESS singing data, it
has been classified into six emotion categories, N:Neutral,
C:Calm, H:Happy, S:Sad, A:Angry, F:Fearful

EMOTION CATEGORY
DATASET Q1 Q2 Q3 Q4 TOTAL
4Q AUDIO EMOTION 225 225 225 225 900
BI-MODAL EMOTION 52 45 31 34 162
EMOTION IN MUSIC 305 87 241 111 744

EMOTION CATEGORY
DATASET N C H S A F TOTAL
RAVDESS 92 184 184 184 184 20 848

smallest for our experiments.
• Emotion in Music: Using a crowdsourcing platform, So-

leymani et al. (Soleymani et al. 2013) release a music emo-
tion dataset with 20,000 arousal and valence annotations on
1,000 music clips. For our experiments, we map the arousal
and valence annotation into four A-V quadrants followed by
previous Russell’s model settings. Each emotion category
has a different number of music clips, Q1: 305 clips; Q2: 87
clips; Q3: 241 clips, and Q4: 111 clips, and each music clip
is 45 seconds long. We use 744 music clips of the dataset in
our experiments. This dataset is one of the most frequently
used datasets for the MER task.
• Ryerson Audio-Visual Database of Emotional Speech

and Song (RAVDESS): This dataset is introduced by Living-
stone et al. (Livingstone and Russo 2018) for understanding
the emotional context in speech and singing data. In singing
data, it includes the recording clips of human singing with
different emotional contexts. 24 different actors were asked
to sing in six different emotional states: neutral, calm, happy,
sad, angry, fearful. We choose singing data only for our ex-
periments. Each emotion category has a different number of
music clips, neutral: 92 clips; calm: 184 clips; happy: 184
clips, sad: 184 clips, angry: 184 clips, and fearful: 20 clips,
and each music clip is 5 seconds long. The total music clips
for the dataset are 848 files.

Baseline Audio Features
As a baseline feature, we use Mel-Frequency Cepstral Coef-
ficients (MFCCs), which are known to be efficient low-level
descriptors for timbre analysis, used as features of music
tagging tasks (Choi et al. 2017; Kim, Lee, and Nam 2018).
MFCCs describe the overall shape of a spectral envelope.
We first calculate the time derivatives of the given MFCCs
and then take the mean and standard deviation over the time
axis. Finally, we concatenate all statistics into one vector.
We generate the MFCC features of each music clip into a
matrix of 20 x 1500. Librosa is used for MFCCs extraction
and audio processing (McFee et al. 2015).

Performance Measures
For classification problems, classifier performance is typi-
cally defined according to the confusion matrix associated
with the classifier. We use accuracy measure as a primary
evaluation criterion. We also calculate F1-score and r2 score
for comparison with other baseline models.

Figure 3: Performance of Emotion Recognition on the
Music Emotion Datasets. Blue bar means the performance
of L3-Net, orange bar for VGGish, and green bar for
MFCCs. X-axis indicates the type of classifiers we used, and
Y-axis indicates the classification accuracies of the emotion
category recognition.



Evaluation of Music Emotion Recognition
In Figure 3, we show the performance of deep audio embed-
dings over four music emotion datasets. We empirically ana-
lyze deep audio embeddings in several settings against base-
line MFCC features. The experiments are validated with 20
repetitions of cross-validation where we report the average
results. We share key observations in the next sections.

Performance Analyzed by Features The L3-Net embed-
ding has the best performance in all considered cases except
for two, CNN classifier accuracy both in Bi-modal Emotion
and Emotion in Music dataset (see Figure 3). Even though
the L3-Net embedding is generally not a descriptor for any
music-related tasks before, the performance convinces us to
use a pre-trained L3-Net audio embedding model for the
MER task.

Since the direct use of the L3-Net embedding shows the
better performance, we also investigate more about the dif-
ferent embedding dimension of the L3-Net and compare the
performance between 512 and 6144. Interestingly, we ob-
serve decreasing results with the dimension of 6144 L3 em-
beddings. This indicates that those extra features might not
be relevant but introducing noise. While the 512 L3 embed-
dings show consistent higher performance in many cases,
based on our observations, even we increase the depth and
number of parameters, 6144 L3-Net embeddings perform
slightly lower on this MER task. Thus, we have not included
the performance in the figure. Note that reported results in
Figure 3 are only considered the performance of 512.

Comparing between L3-Net and VGGish, L3-Net outper-
forms VGGish across the dataset. This could be because L3-
Net was pre-trained on both visual and audio onto the same
embedded space which can include more features. The per-
formance of VGGish is better than MFCC baseline features
with the rest of the classification models, even though it has
fewer parameters, 128. This justifies our use of L3-Net as a
main deep audio embedding choice for MER task and VG-
Gish is for some cases.

It is generally known that decision trees and in our case,
RF is better than other neural network based classifiers
where the data comprises a large set of categories (Pons and
Serra 2019). It also deals better with dependence between
variables, which might increase the error and cause some
significant features to become insignificant during training.
SVM uses kernel trick to solve non-linear problems whereas
decision trees derive hyper-rectangles in input space to solve
the problem. This is why decision trees are better for cate-
gorical data and it deals with co-linearity better than SVM.
We still find that SVM outperforms RF in some cases. The
reason can be that SVM deals better with margins and thus
better handles outliers. Although these are tangential consid-
erations, it seems to support the overall notion that MER is
a higher level recognition problem that first needs to address
the division of the data into multiple acoustic categories, also
requiring the learning of a rather non-trivial partition struc-
ture within these sub-categories.

Performance Analyzed by Datasets For comparison
with prior works studying emotions in audio signals, we ana-

lyze the performance of previous studies on each dataset we
used. We choose four baseline MER models for our exper-
iments: 1) Panda et al. (Panda, Malheiro, and Paiva 2018a)
release the 4Q Music Emotion dataset and present the study
of musical texture and expressivity features, 2) Malheiro
et al. (Malheiro et al. 2016) present novel lyrical features
for MER task and release the Bi-modal Emotion dataset,
3) Choi et al. (Choi et al. 2017) present a pre-trained con-
vnet feature for music classification and regression tasks and
evaluate the model using Emotion in Music dataset, 4) Arora
and Chaspari (Arora and Chaspari 2018) present the method
of a siamese network for speech emotion classification and
evaluate the method using RAVDESS dataset. We compare
those baseline models to the performance of our proposed
method (see Table 2).

Table 2: Performance Comparison with Baseline MER
models. This table shows the data and feature information
used in previous baseline models. Data column indicates
each dataset for the experiment. Feature column indicates
the set of feature vectors extracted by the baseline model.
Metric column indicates the metric used for the performance
analysis. Baseline column includes the performance of the
baseline models. Proposed L3-Net column includes the best
performance of L3-Net embeddings on each music dataset.

DATA FEATURE METRIC BASELINE
PROPOSED
L3-NET

4Q AUDIO
DOMAIN
KNOWLEDGE

F 73.5% 72.0%

BI-MODAL
DOMAIN
KNOWLEDGE

F 72.6% 88.0%

EMOMUSIC CONVNET r2
A: 0.656
V: 0.462

A: 0.671
V: 0.556

RAVDESS SIAMESE Acc 63.8% 71.0%

In the case of the 4Q Audio Emotion dataset, the previ-
ous study by Panda et al. obtained its best result of 73.5%
F1-score with a high number of 800 features. In Table 3,
Domain Knowledge means a feature set defined by domain
knowledge in the study. For achieving the performance of
the previous study, the following steps are needed. First,
we need to pre-process standard or baseline audio features
of each audio clip. The study used Marsyas, MIR Toolbox,
and PsySound3 audio frameworks to extract a total of 1702
features. Second, we need to calculate the correlation be-
tween the pair of features for normalization. After the pre-
processing, the number of features can be decreased to 898
features. Third, after computing these baseline audio fea-
tures, we also need to compute novel features of each au-
dio clip proposed by the study. Those features were care-
fully designed based on domain expertise, such as glissando
features, vibrato, and tremolo features. Finally, baseline fea-
tures and extracted novel features are combined for the MER
task. For the evaluation, the study conducted post-processing
of the features with the ReliefF feature selection algorithm
(Robnik-Šikonja and Kononenko 2003), ranked the features
and evaluated its best-suited features. Since the performance



has been evaluated by hyperparameter tuning and feature se-
lection algorithms, these factors may influence the perfor-
mance of the MER task significantly. Note that in our pro-
posed approach, we show the performance without any post-
processing.

In the case of the Bi-modal Emotion dataset, the previous
study by Malheiro et al. (Malheiro et al. 2016) presented
its best classification result of 72.6% F1-score on the dataset
which is lower than the performance we have, 88% F1-score
from the result of L3-Net embedding with SVM classifier.

In the case of the Emotion in Music dataset, previous
studies predicted the time-varying arousal and valence an-
notation and calculated r2 score as a performance mea-
sure (Weninger, Eyben, and Schuller 2014; Lee et al. 2019;
Kim, Lee, and Nam 2018; Choi et al. 2017). We previously
map these time-varying annotations into four A-V quadrants
based on Rusell’s model and show our prediction perfor-
mance with four emotion categories (see Figure 3-(c)). For a
fair comparison, we also verify the original time-varying dy-
namic annotations from the dataset (Soleymani et al. 2013)
and compare the result with the baseline model. Using the
Emotion in Music dataset, Choi et al. reported its r2 scores
of arousal annotation, 0.656 and valence annotation, 0.462
(Choi et al. 2017). The best performance of L3-Net em-
beddings achieves 0.671 r2 score on arousal and 0.556 r2

score on valence annotation. The result shows that we have
a considerable and higher performance on arousal and va-
lence annotation. The result confirms that L3-Net embed-
ding method shows favorable performance than the previous
embedding features over Emotion in Music data.

In the case of RAVDESS data, the study by Arora and
Chaspari (Arora and Chaspari 2018) reported its best classi-
fication accuracy of 63.8% over the dataset which is lower
than our accuracy, 71.0%, from the result of L3-Net embed-
ding with CNN classifier (see Figure 3-(d)).

Table 3: Classification Results of Each Quadrant. The
top table indicates the classification report of L3-Net em-
bedding with Random Forest classifier on 4Q Audio Emo-
tion Dataset. The bottom table indicates the classification re-
port of L3-Net embedding with SVM classifier on Bi-modal
Emotion Dataset.

4Q AUDIO EMOTION PRECISION RECALL F1-SCORE
Q1 0.64 0.85 0.73
Q2 0.85 0.80 0.83
Q3 0.73 0.60 0.66
Q4 0.64 0.61 0.62
ACCURACY 0.72
WEIGHTED AVG 0.73 0.72 0.72

BI-MODAL EMOTION PRECISION RECALL F1-SCORE
Q1 0.80 1.00 0.89
Q2 1.00 0.89 0.94
Q3 1.00 0.67 0.80
Q4 0.80 0.80 0.80
ACCURACY 0.88
WEIGHTED AVG 0.90 0.88 0.88

Performance Analyzed by A-V Quadrants In Table 3,
we show the results analyzed by each quadrant. This classi-
fication report gives us a further understanding of the char-
acteristic of each emotion category in music. The meaning
of each quadrant (Q1, Q2, Q3, Q4) information is described
in Table 1.

In the case of the 4Q Audio Emotion dataset, Q2 and Q3
categories obtain a higher score compared to the Q1 and Q4.
This indicates that emotional features in music clips with
lower valence components are easier to recognize. Specifi-
cally, the Q2 category shows higher performance which is
distinctive than others. Based on the dataset (Panda, Mal-
heiro, and Paiva 2018b), the study describes music clips of
the Q2 category belong to specific genres, such as heavy
metal, which have recognizable acoustic features than oth-
ers.

Figure 4: T-SNE Visualization on RAVDESS dataset. Dif-
ferent colors of dots indicate the type of emotion in the
dataset. Both visualizations use a perplexity value of 30.
Top: T-SNE Visualization of L3-Net embeddings, bottom:
T-SNE Visualization of VGGish embeddings.



Lower results in Q1 and Q4 categories may also reflect
the characteristics of music clips. For instance, the Q1 cate-
gory indicates happy emotions, which are typically energetic
based on positive arousal and positive valence components.
Since Q1 and Q4 categories share the same valence axis
based on Rusell’s model, if the intensity of the song is not
intense, the difference between the two quadrants (Q1&Q4
or Q2&Q3) may not be apparent. This aspect results in sim-
ilar behaviors on the Q2 and Q3 categories’ performances as
well.

Discussion and Conclusion

In this paper, we evaluate L3-Net and VGGish pre-trained
deep audio embedding methods for MER task over 4Q Au-
dio Emotion, Bi-modal Emotion, Emotion in Music, and
RAVDESS datasets. Even though L3-Net has not been in-
tended for emotion recognition, we find that L3-Net is the
best representation for the MER task. Note that we achieve
this performance without any additional domain knowledge
feature selection method, feature training process, and fine-
tuning process. Comparing to MFCC baseline features, the
empirical analysis shows that L3-Net is robust across mul-
tiple datasets with favorable performance. Overall, the re-
sult using L3-Net shows improvement compared to base-
line models for Bi-modal Emotion, Emotion in Music, and
RAVDESS dataset. In the case of the 4Q Audio Emotion
dataset, complex hand-crafted features (over 100 features)
still seem to perform better. Specifically, our work does not
consider rhythm or specific musical parameters over the time
axis that 4Q Audio Emotion had, looking into time-based as-
pects could be the next step for future research.

In order to gain deeper insight into the meaning of acous-
tic features for emotional recognition, we use T-SNE visual-
ization (see Figure 4). In both cases of L3-Net and VGGish,
two main clusters on the left and right side of the figure
mean male/female singer groups. We can also see a rela-
tively smooth grouping of samples by emotions with differ-
ent colors. In the case of L3-Net embeddings (top figure of
Figure 4), multiple small groups in each cluster indicate in-
dividual singer which has audio recordings in different emo-
tions. L3-Net data seems to cluster into multiple smaller
groups according to gender and individual categories, and
this shows L3-Net outperforms for detecting different tim-
bre information than VGGish. This pattern seems to be con-
sistent in the wild range of T-SNE perplexity parameters.
This also shows that our study provides an empirical justifi-
cation that L3-Net outperforms VGGish, with the intuition
discussed in the paper based on the clustering shown in Fig-
ure 4.

Accordingly, for the next step, a possible direction to val-
idate different classifiers is to explore a combination of dis-
crete neural learning methods, such as VQ-VAE, to first
solve the categorical problem, and only later learn a more
smooth decision surface. VQ-VAE has been recently ex-
plored for spectrogram-based music inpainting (Bazin et al.
2020). It would be interesting to explore similar high-level
parameterization using L3-Net embeddings.
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