Development of neural network forecasting models of dynamic objects from observed data
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Abstract
The paper investigates the issues of constructing predictive models of the state of dynamic models based on neural network structures, which are a powerful mathematical apparatus for approximating various types of functions and assessing the dynamics of changes in the states of the objects under consideration. A method is proposed for constructing predictive neural network models for the observed data of real-life objects using a hybrid application of the theory of nonlinear dynamics and nononcical networks. The neural network predictive model built on the basis of the reconstructed phase trajectories of the process (attractor) will allow choosing the most informative characteristics, minimizing the architecture of the neural network and the dimension of the vector from the measured controlled signals. Based on the developed algorithms for preprocessing local areas of the reconstructed attractor and the selected machine learning method, a scheme for constructing a neural network predictive model of the dynamic behavior of a structurally complex system is proposed.
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1. Introduction

One of the most important tasks in oil refining is the quality control of the resulting oil products. In real conditions, the operational control of oil refining processes, like most technological processes, is carried out using the results of the analysis of emerging production situations [1–6]. Analysis is usually carried out by collecting and primary processing of data collected from existing sensors, and intermediate laboratory analyzes.

However, the results of analyzes obtained in factory laboratories do not always have the required level of completeness and efficiency, they are rather rare and cannot be used for quality management in real time.

It should also be noted that in the majority of technical, including oil refining facilities, processes appear as a result of the interaction of various components, which significantly complicate the construction of adequate mathematical models based on a priori data. In such cases, it is more expedient
to construct models of changes in the dynamics of the process under consideration, which are the observable parameters of a controlled complex system, giving high-quality predictive data of the modeled process [5–9]. Such models can be successfully applied in control problems, predicting the behavior of an object. In this regard, the development of a methodology for constructing predictive mathematical models of dynamic processes and phenomena is of paramount importance.

To solve the problem at the present time and are widely used, statistical methods have found. On the other hand, static methods are associated with the complexity of checking the fulfillment of the stochastic laws of the investigated implementation (time series) and the hypothesis of probabilistic characteristics, which can lead to inaccurate predictions.

2. Formation of the problem

Recently, the theory of nonlinear dynamical systems has been widely developed, based on the use of neural networks, which is a powerful mathematical apparatus for approximating a function, as well as for assessing the dynamics of changes in the state of the systems under study.

At the same time, the theory of nonlinear dynamics is not widely used in the construction of neural network models of processes. It should be noted that the analysis of the restored attractor (phase trajectories of the process) allows choosing the most informative characteristics, minimizing the structure of the neural network and the dimension of the vector - input signals.

The hybrid application of the methods of the theory of nonlinear dynamics and neural networks will make it possible to develop a methodology for constructing predictive models of actually functioning objects based on the observed data of attractors.

3. Method for solving the problem

To restore the attractor, you can use the time series obtained as a result of measuring the parameters of a really functioning structurally complex observable system, which is a function of the state of a dynamic system [3–11]:

\[ x(t+1) = f(x(t)) \]
\[ y(t) = \phi(x(t)) \]

Phase portrait restored as

\[ z(t) = \{y(t), y(t-\tau),...,y(t-(m-1)\tau)\} = \{z_1, z_n(t),...,z_m(t)\} \]

is an attractor of a dynamic system, providing a mapping of the state \( z(t) \) to \( x(t) \). Here \( x(t) \) is the state vector of the original dynamical system. \( y(t) \) - observed time series; \( z_n(t) \) - is the \( i^{th} \) component of the vector defining a point on the reconstructed attractor; \( \tau \) - time of intersection of phase trajectories of the Poincaré section; \( m \) - dimensional reconstruction (model) \( m \geq n^2 + 1; n^2 - \) Gaussian dimension [4 ÷ 12].

The operator model will be represented in the form:

\[ z = (t + 1) = \Psi\left(\begin{array}{c} z(\bullet) \\
\end{array}\right) \]

- a vector of functions that maps the characteristics of the attractor in the area to the coordinate of the state vector in the next time. Here \( \Psi \) is a transformation using the previous states to calculate the next one.

Parametric identification of a neural network model with a known (given) \( S \) one is carried out by searching for parameters \( W_s \) that allow a lot of error.

\[ E = \sum_i (z(t+1)) - \Psi_s(W_s, S, z(t)) \]

where \( \Psi \) is the neural network estimate of the parameter of the dynamics of changes in the states of the system, \( S \) is the structure of the neural network model (the number of layers, the number of neurons in
each layer, the type of the activation function); \( W_i \) - weight coefficients \( z(t) \), - area on the restored attractor of the system.

To build a predictive model, we will investigate the model presented in the form:

\[
z(t + 1) = \psi \left( z \right)
\]

where \( z \) is a subset of points on the attractor of the system, \( \psi \) is a transformation operator designed to calculate the current state, applying the previous one.

We represent the neighborhood \( z \) in matrix form, where the central element is the current point of \( z(t) \) the restored attractor of the system, and the central column is formed on the basis of ordering in ascending order of distance from the point \( z(t) \) of its nearest neighbors [6–13]:

\[
z_1(t_1), z_2(t_2), \ldots, z_n(t_n)
\]

Matrix row elements are continuous path segments, and centers are the nearest neighbors of the point \( z(t) \). The \( z \) matrix formed in this way has the form:

\[
Z = \begin{bmatrix}
Z_{z_{r-1}}(t_{z_{r-1}} + k\Delta t) & \ldots & Z_{z_{r-1}}(t_{z_{r-1}} + \Delta t) & Z_{z_{r-1}}(t_{z_{r-1}}) & Z_{z_{r-1}}(t_{z_{r-1}} - \Delta t) & \ldots & Z_{z_{r-1}}(t_{z_{r-1}} - k\Delta t) \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
Z_1(t_1 + \Delta t) & \ldots & Z_1(t_1 + \Delta t) & Z_1(t_1) & Z_1(t_1 - \Delta t) & \ldots & Z_1(t_1 - k\Delta t) \\
0 & \ldots & 0 & Z(t) & Z(t - \Delta t) & \ldots & Z(t - k\Delta t) \\
Z_2(t_2 + \Delta t) & \ldots & Z_2(t_2 + \Delta t) & Z_2(t_2) & Z_2(t_2 - \Delta t) & \ldots & Z_2(t_2 - k\Delta t) \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
Z_{z_r}(t_{z_r} + \Delta t) & \ldots & Z_{z_r}(t_{z_r} + \Delta t) & Z_{z_r}(t_{z_r}) & Z_{z_r}(t_{z_r} - \Delta t) & \ldots & Z_{z_r}(t_{z_r} - k\Delta t)
\end{bmatrix}
\]

if \( t > t \) then the elements of the \( z \) matrix are padded with zeros.

Zero elements in the central row of the \( Z \) matrix are explained by the absence of data at the points \( Z(T) \) where \( T > t \).

For global models, the \( Z \) matrix is:

\[
Z = \begin{bmatrix}
0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & Z(t) & Z(t - \Delta t) & \ldots & Z(t - k\Delta t) \\
0 & \ldots & 0 & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & 0 & 0 & \ldots & 0
\end{bmatrix}
\]

For local models, the \( Z \) matrix can be written in the form (2) or (3):

\[
Z = \begin{bmatrix}
0 & \ldots & Z_{z_{r-1}}(t_{z_{r-1}} + \Delta t) & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & Z_1(t_1 + \Delta t) & 0 & 0 & \ldots & 0 \\
0 & \ldots & 0 & Z_1(t_1) & 0 & 0 & \ldots & 0 \\
0 & \ldots & Z_2(t_2 + \Delta t) & 0 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & Z_{z_r}(t_{z_r} + \Delta t) & 0 & 0 & \ldots & 0
\end{bmatrix}
\]

(2)
Using matrix (2), local forecasting is carried out for the behavior of a nonlinear object based on averaging the values of the nearest neighboring points on the attractor of the system, while the matrix in (3) is used to determine the values of changes in these points. Mathematical models using attractors in the form of neighborhoods differing from (1), (2), (3) are synthetic [8 ÷ 11].

On the basis of the proposed methodology, an algorithm has been developed that made it possible to experimentally prove the effectiveness of the use of synthetic models in forecasting problems for the purpose of process control. The algorithm can be rearranged in six steps.

Step 1. Reconstruct the attractor of the system for a given time series.

Step 2. Form the next configuration of the $Z_t$ matrix. Perform step 3 and step 4 $N$ times:

Step 3. Build a neural network model.

Step 4. Get the forecast error on the test set for the constructed model.

Step 5. Evaluate the forecast quality for a given $Z_t$ matrix configuration, taking into account the quality of $N$ neural network models.

Step 6. Choose $k$ $Z_t$ matrix configurations for which the best results were obtained.

For the case under consideration, the structure of the neural network model has five layers (figure 1):

- layer 1 - inputs of the identification object;
- layer 2 - fuzzy terms used in the knowledge base;
- layer 3 - conjunction lines of the fuzzy knowledge base;
- layer 4 - rules grouped into classes $j = \overline{1,m}$;
- layer 5 - defuzzification operation, i.e. converting the results of fuzzy inference to a crisp number.

$$y = \frac{y_1 \mu^{d_1}(y) + y_2 \mu^{d_2}(y) + \ldots + y_m \mu^{d_m}(y)}{\mu^{d_1}(y) + \mu^{d_2}(y) + \ldots + \mu^{d_m}(y)},$$

where $\mu^{d_j}(y)$ is the function of membership of the output $y$ to the class $d_j \in [y_{j-1}, y_j]$;

The number of nodes in a neural fuzzy network is determined as follows:

- layer 1 - by the number of inputs of the identification object;
- layer 2 - by the number of fuzzy terms in the knowledge base;
- layer 3 - by the number of conjunction lines in the knowledge base;
- layer 4 - by the number of classes into which the range of the output variable is divided.
The graph arcs are weighted as follows:
- unit - arcs between the 1st and 2nd layers;
- functions of membership of the input to a fuzzy term - arcs between the 2nd and 3rd layers;
- weights of the rules - arcs between the 3rd and 4th layers;
- unit - arcs between the 4th and 5th layers;

The essence of training is to select such weights of arcs that minimize the difference between the results of neuro-fuzzy approximation and the real behavior of the object. The system of recurrent relations is used for training [7 - 14]:

\[
E_{t} = \frac{1}{2}(\hat{y} - y)^{2}
\]

used in the theory of neural networks, where: \(\hat{y}\) and \(y\) - theoretical and experimental outputs of the object \(t\) at the \(m\) step of learning; \(w_{jp}(t)\), \(c_{i}^{jp}(t)\), \(b_{i}^{jp}(t)\), - weights of the rules \(w\) and parameters of the membership \(b/c\) functions at \(t\) the \(m\) - step of learning; \(h\) - teaching parameter, which can be selected in accordance with the recommendations of work [10 ÷ 15].

The partial derivatives included in relations (4) - (7) characterize the sensitivity of the error \(E_{t}\) to a change in the parameters of a fuzzy ANN, and are calculated as follows:

\[
\frac{\partial E_{t}}{\partial w_{jp}} = \varepsilon_{1}\varepsilon_{2}\varepsilon_{3}\frac{\partial \mu^{\beta_{1}}(y)}{\partial w_{jp}},
\]

\[
\frac{\partial E_{t}}{\partial c_{i}^{jp}} = \varepsilon_{1}\varepsilon_{2}\varepsilon_{3}\varepsilon_{4}\frac{\partial \mu^{\beta_{1}}(x_{i})}{\partial c_{i}^{jp}},
\]

\[
\frac{\partial E_{t}}{\partial b_{i}^{jp}} = \varepsilon_{1}\varepsilon_{2}\varepsilon_{3}\varepsilon_{4}\frac{\partial \mu^{\beta_{1}}(x_{i})}{\partial b_{i}^{jp}},
\]
where

$$\varepsilon_1 = \frac{\partial E_i}{\partial y} = y_i - \hat{y}_i, \sqrt{2}$$  \hspace{1cm} (11)

$$\varepsilon_2 = \frac{\partial y}{\partial \mu^d(y)} = \frac{\partial}{\partial \mu^d(y)} \sum_{j=1}^{m} \mu^d_j(y) - \sum_{j=1}^{m} \mu^d_j(y) \right) \right)^2}, \hspace{1cm} (12)

$$\varepsilon_3 = \frac{\partial \mu^d_i(y)}{\partial \mu^d_i(y)} = w_{jp}, \hspace{1cm} (13)

$$\varepsilon_4 = \frac{\partial \left( \prod_{i=1}^{n} \mu^p(x_i) \right)}{\partial \mu^p(x_i)} = \frac{1}{\mu^p(x_i)} \prod_{i=1}^{n} \mu^p(x_i), \hspace{1cm} (14)

$$\varepsilon_5 = \frac{\partial \mu^p_i(x_i)}{\partial \mu^p_i(x_i)} = \left( \frac{2c_i^{p}(x_i - b_i^{p})^2}{\left( c_i^{p} \right)^2 + \left( x_i - b_i^{p} \right)^2} \right)^2}, \hspace{1cm} (15)

$$\varepsilon_6 = \frac{\partial \mu^p_i(x_i)}{\partial b_i^{p}} = \left( \frac{2\left( c_i^{p} \right)^2 + \left( x_i - b_i^{p} \right)^2}{\left( c_i^{p} \right)^2 + \left( x_i - b_i^{p} \right)^2} \right)^2}, \hspace{1cm} (16)

Similar to the rule, the fuzzy ANN learning algorithm consists of two phases. In the first phase, the model value of the object’s output , is calculated corresponding to the given network architecture. In the second phase, the residual value is calculated and the weights of interneuronal connections are recalculated using formulas (8) - (17) [6 ÷ 10].

As you can see, the use of fuzzy ANN can significantly reduce the time spent in solving the problem of identifying nonlinear objects. In addition, it should be noted that learning the proposed fuzzy ANN allows you to switch to a new way of processing experimental information: - obtaining a fuzzy rule base. The principal of this method is the convenience of interpreting the results obtained.

To assess the characteristics of the local neighborhood, a transformation technique is proposed, which is presented as a sequential execution of the stages of preprocessing and calculating the output characteristics of the existing model:

$$\psi(Z) = \psi_p(\psi_n(Z))$$

where \( \psi_p \) is the local neighborhood preprocessing function; \( \psi_n \) - neural network model. It was found that preprocessing \( \psi_p \) techniques solve the following tasks:

Filtering, accounting for the forecast of alternative models for the current situation (position on the attractor) and accounting for the forecast error of identical in structure for similar situations. The main idea of the proposed combined preprocessing technique is to assess the characteristics of a local neighborhood aimed at solving each of the selected problems.
4. Conclusion

The complex of theoretical and practical results obtained in the work made it possible to create methods for constructing predictive models based on the analysis of attractors of nonlinear dynamic systems, reconstructed on the basis of experimental data. Wherein:

- developed a dynamic model, identified by a one-dimensional implementation based on the analysis of local neighborhoods of the reconstructed attractor, providing the construction of a local, global and synthetic forecast;
- developed a scheme for constructing a neural network predictive model of the dynamic behavior of a structurally complex system based on the developed algorithms for preprocessing local areas of the reconstructed attractor and the selected machine learning method.
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