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Abstract  
Construction of time series models is usually based on Akaike and Bayes information criteria. 
Requirement of model simplicity is built inside the information criteria structure and the best 
fitted models aren’t always best in terms of criteria values. Often there are a few best models 
that fit investigated time series well and there’s problem of choice between them. Usually 
information criteria values allow to choose among them. But if one needs the best model by 
forecasts quality, best fitted models, or there are other thoughts a research has to choose and 
test models manually. At the same time when a few models are chosen it’s possible to construct 
their combination. The simplest way is to count mean value of their forecasts and to use it as a 
combined prediction. Practical researches confirm that forecast error gets lower in this 
approach. Also, more complex construction than averaging of forecasts can be used (for 
example, weighted voting that is widely used in bagging technique in solution of classification 
problems). But this approach hasn’t got enough theoretical base. From theoretical point of view 
confidence intervals of time series forecasts (usually here they’re considered as prediction 
intervals) is also very complex task. Intervals tend to be very wide even for models with good 
prediction quality in terms of mean forecast errors. Thus, prediction intervals are rare in use. 
In this paper a few time series models are constructed for wage and income indices of Russian 
macroeconomic time series. Their predictions are combined into one forecast and it’s quality 
is compared to individual ones. Transformation of forecast variance and prediction intervals in 
case of simple (moving averages MA(q) and autoregressions AR(p) of low order) models is 
also considered but is a part of further work.  
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1. Introduction 

Time series modeling is usually based on information criteria evaluation (Bayes or Akaike criteria) 
in order to choose the best model for investigated time series [1-3]. In practice often a few models have 
got good criteria values and it’s difficult to choose the best one. At the same time it’s possible to make 
averaging of forecasts made with each model. Such technique is investigated in [4-7] and it has got 
good results. But this approach isn’t confirmed well theoretically. Prediction quality is usually evaluated 
with confidence intervals (for example, in case of linear regression model). But in case of time series 
investigation usual 95% prediction intervals are too wide and are difficult for evaluation [1, 4, 8, 9]. 
Thus, there’s no theoretical connection between forecast averaging and narrowing of prediction 
intervals. If used models are of the same type their prediction intervals remain the same and prediction 
interval of combined model isn’t better. Also, it should be mentioned that prediction intervals behaviour 
in case of averaging of different models (for example, ARIMA and GARCH models) still isn’t 
investigated. In this research practical experiments on time series models averaging are presented. 
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Prediction intervals behaviour for simple models (autoregression AR(p) models of low order, p<3, and 
moving average MA(q) models) and for their combination are in the scope of current research program 
and is going to be under further investigation.  

2. Time series forecast errors and prediction intervals 

One of the most widely used time series models is ARIMA that’s constructed out of two parts: the 
p-order autoregression AR(p) model and the q-order moving average MA(q) model [1, 9]. They are 
used in combination with time series integration technique in order to get stationary time series. These 
models have got wide prediction intervals. They usually have got complex form (for example, in case 
of autoregression models AR) and are difficult to evaluate. In order to evaluate forecasts often mean 
square errors are used (formula (1):    
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or root mean square errors are implemented (formula (2)): 
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Here τ(t) denotes predicted values of the processed time series, ts(t) is real values of the investigated 
time series, t enumerates all predicted time points and N is their quantity. 

In practice also mean absolute error of forecast is used (formula (3): 
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Thus, quality of forecasts at certain period is used instead of prediction intervals evaluation. At the 
same time there’s idea of averaging forecasts made by means of a few models. If all the models make 
good forecasts it’s obvious that combination of their forecasts should behave well also [4-7, 10]. But 
this result needs more thorough check and strict confirmation. Also, idea of connection between forecast 
quality improvement and prediction intervals narrowing should be tested. If forecasts become better, it 
should have some influence at prediction interval. Evaluation of prediction intervals of time series 
forecasters has been in scope of scientific research for a long time [8]. 

The idea to select the best models in some set their by predictions evaluating is considered in [11]. 
But there the best model is chosen. In this research predictions of a set of models are combined into one 
forecast. Prediction intervals should also be evaluated as well as prediction quality. Implementation of 
non-linear combination forecasters [12] is an idea of next stage of research in this area comparing to 
linear combination technique used in [4-7]. Competitive selection of best models by their prediction 
intervals quality is under investigation of [13]. So, this problem is in scope of modern research.  

The tested method is close to bagging technique. In the classification problem at which bagging is 
used very often there can be constructed a lot of weak classifiers. Their accuracy must be higher than 
50% but isn’t supposed to be very high. This technique constructs strong classifier (with high accuracy) 
out of a lot of weak ones. Each weak classifier is constructed using its own training set and test set, its 
own set of variables (features). One of main examples of bagging principle implementation is random 
forest classifier. This approach also takes place in combining linear regression models into a new one 
with higher accuracy [14]. 

In this research quality of combination constructed out of ARIMA models [1, 9] is under 
investigation: their RMSE and MAE values (formulae (2) and (3)). First of all, mean value of all 
predictors’ forecasts is counted: 
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Here τ(t+1) denotes predicted value of the processed time series, f(t) are forecasters’ predictions and 
N is their quantity. 
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At the same time voting technique used in random forests classifiers [14] is tested. At each 
experiment time series forecaster makes some error (difference between forecast at time point and its 
real value). Level of confidence to each model is constructed into the model (4). Weight w of model’s 
vote is increased if its prediction is close to real value and it’s decreased if other models make better 
predictions: 
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The same approach can be used in a slightly different way. The models themselves can be combined 
into a new one. At the first stage standard models are tested at training set. After that the best models 
m(t) by their forecasts at test set are combined into a new model M(t) with use of averaging: 
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Here K is number of best models used in a combination. This approach can also be transformed with 
voting technique implementation: 
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Here w is weight of each vote. Weights change at training stage. Model’s weight is increased when 
its forecast is close to reality and is decreased otherwise.  

Classifiers used in [14] should be trained at different sets of data. In time series models this 
requirement can be reinterpreted in use of different training periods for each time series model in 
combination and also in implementation of different by structure time series predictors. If ARIMA (p, 
d, q) models are considered, models with varying p and q parameters should be used. Thus, models with 
close orders p and q are going to make close predictions and they can be considered as dependent. If 
models have got different structure (varying p and q in large intervals) these models’ predictions tend 
to independence. Also, predictions of different models by type (for example, GARCH and ARIMA) 
should have good results and are supposed to be implemented. But it’s task for further investigation 
because prediction intervals in such combinations can’t be constructed with usual statistics. There’s 
some research that can be used as basis for GARCH models testing in this approach [15]. Is one takes 
into account that information criteria values depend not only on model quality (as difference between 
model’s prediction and real value) but requirement of model simplicity is also used [1], other metrics 
of time series quality can be used: for example, only likelihood function value of each time series. At 
this stage even game-based techniques [16, 17] can be used. 

3. Experiments 

The Dynamic series of macroeconomic statistics of the Russian Federation (monthly wage index 
and income index) [18] have been handled in the experiment section. Last 12 values were used as test 
period predicted by models. Good ARIMA (p, d, q) models by RMSE and MSE of their forecasts were 
chosen to construct combined models. These models aren’t trained with regard to information criteria 
values or likelihood function level. Their coefficients are mean values of appropriate coefficients of the 
chosen set of models (in accordance with expression (6)). Also mean value of all chosen models’ 
predictions is obtained and compared to real values.    
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3.1. ARIMA  (p,  d,  q)  models  of  wage  and  income  indices  of  Russian 
macroeconomic statistics and combination of models  

The ARIMA (p, d, q) models of orders p<4 and q<4 have been tested for the monthly income index 
[18] of Russian macroeconomic statistics. According to automatic fitting function that’s based on time 
differentiation and on choice of the best model by means of information criteria values [1, 9], the 
ARIMA (2, 1, 2) is best fitted model. In this experiment other “good models” are defined as models 
that have got good forecasts. At the same time it’s necessary to select models with varying structure. 
So, if there are two models with orders differing only by 1 and they’ve got close values of coefficients, 
only one of these models is selected for further experiment. These models are presented in the Table 1. 
Columns contain Akaike information criterion values, RMSE and MAE of forecasts at period of 12 
months. 
 
Table 1  
The ARIMA (p, d, q) models of the income index 

ARIMA(p, d, q) models  Akaike 
information 
criterion 

RMSE of 
forecast 

MAE of forecast 

ARIMA(0, 1, 1)  2775.14  30.12  17.13 
ARIMA(0, 1, 3)  2754.3  30.59  19.10 
ARIMA(1, 1, 2)  2741.58  30.21  18.10 
ARIMA(2, 1, 2)  2742.66  30.29  18.71 
ARIMA(3, 1, 1)  2753.03  30.47  19.14 
Mean forecast  ‐  30.22  18.18 

Combined model  ‐  26.36  15.84 

 
It’s clearly seen that result of automatic fitting procedure (ARIMA (2, 1, 2)) isn’t the best model 

according to errors of forecasts. The best model according to automatic fitting procedure is marked with 
bold font. Mean forecast of all these models’ predictions is presented in the end of the table. It’s better 
than forecasts of some other models and it can be used in practice. Quality of the forecast made by the 
combined model is shown in the last row. It’s much closer to the real values than all other models shown 
above. 

Appropriate models of wage index [18] are shown in the Table 2.  
 

Table 2  
The ARIMA (p, d, q) models of the wage index 

ARIMA (p, d, q) models  Akaike 
information 
criterion 

RMSE of 
forecast 

MAE of forecast 

ARIMA(0, 1, 3)  2509.22  21.60  12.66 
ARIMA(1, 1, 1)  2520.11  22.63  13.51 
ARIMA(1, 1, 2)  2522.29  22.90  13.72 
ARIMA(2, 1, 1)  2515.67  22.25  12.70 
ARIMA(2, 1, 2)  2508.03  21.43  12.88 
ARIMA(3, 1, 2)  2472.72  21.54  17.61 
Mean forecast   ‐  20.93  12.29 

Combined model  ‐  20.64  14.11 

 
Here the combined model and mean forecast are closer to real values than other ARIMA models. 

Mean forecast has got the best forecast according to MSE value and the combined model’s forecast is 
the best according to RMSE value. 
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Plots of predictions made by the best fitted model ARIMA(3, 1, 2), the combined model, mean 
forecast of five models shown in the Table 2 and real values are presented as Figure 1:, Figure 2:, Figure 
3:, Figure 4:. 

 

 
Figure 1: Prediction of the wage index by the best fitted model ARIMA(3, 1, 2) (12 months) 

 

 
Figure 2: Prediction of the wage index by the combined model (12 months) 

 

 
Figure 3: Prediction of the wage index by the combined model (12 months) 

 

 
Figure 4: Real values of the wage index at the predicted period 
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3.2. Combination of ARIMA (p, d, q) models trained with voting technique  

The voting technique based on expression (7) is also used analyzing the monthly wage index [18] 
of Russian macroeconomic statistics. 2/3 of training set was used to construct ARIMA models. Five 
“good” models were chosen to use them at the next stage. Then equal weights for their votes were added 
into the model. Last 1/3 part of the training set was used to implement voting technique. All chosen 
models made prediction for one month ahead. Their predictions were compared to the real data. Weight 
of the model with the best prediction was increased. Other weights were decreased. Their sum must 
equal to 1. At the same time it’s necessary to control that weights shouldn’t become less than zero.  

In case of the income index the ARIMA (1, 1, 0), ARIMA (2, 1, 0), ARIMA (3, 1, 0) models were 
chosen. Weights of the combination: 0.15 for the ARIMA (1, 1, 0) model, 0.03 for the ARIMA (2, 1, 
0) model and 0.82 for the ARIMA (3, 1, 0) one. This result itself can be used for evaluation of models 
and their predictions. 

Unfortunately, variance of long-term prediction is very high and it’s impossible to compare 
constructed model with models of previous section trained at 100% of data. But one can compare it 
with the models used in this combination. Though in the «voting» model data of the predicted period 
have been implemented as training set. So, evaluation method for such models is still to be discussed 
and constructed. Forecasts have been made for 12 months ahead. Their comparison is shown in the 
Table 3. 

 
Table 3  
The ARIMA (p, d, q) models of the income index and the model trained with voting technique 

ARIMA (p, d, q) models  Akaike information 
criterion 

RMSE of 
forecast 

MAE of 
forecast 

ARIMA (1, 1, 0)  2588.28  26.08  15.64 
ARIMA (2, 1, 0)  2547.15  26.09  15.70 
ARIMA (3, 1, 0)  2536.94  25.93  15.52 
ARIMA (2, 1, 2)  1678.15  28.12  18.20 
Voting model  ‐  25.93  15.52 

 
In the voting model weight of the ARIMA (3, 1, 0) model is maximal and they give close predictions. 

Their forecasts are even better than the automatically fitted function prediction.  
In case of the wage index the ARIMA (0, 1, 3), ARIMA (1, 1, 3), ARIMA (2, 1, 0), ARIMA (2, 1, 

2) and ARIMA (3, 1, 0) models were chosen. Because of “winner takes it all” principle usage at the end 
of the voting training stage there are only two models with non-zero weights: weight of the ARIMA (0, 
1, 3) is about 0.2 and weight of the ARIMA (2, 1, 0) model is about 0.8. Comparison of the voting 
model for the wage index with the chosen models are shown in the Table 4 (the best fitted model hasn’t 
been shown because that’s ARIMA (0, 1, 1) and it can’t make stable predictions). 

 
Table 4  
The ARIMA (p, d, q) models of the wage index and the model trained with voting technique 

ARIMA (p, d, q) models  Akaike 
information 
criterion 

RMSE of forecast  MAE of 
forecast 

ARIMA(0, 1, 3)  1493.54  17.69  11.33 
ARIMA(1, 1, 3)  1495.42  17.75  11.46 
ARIMA(2, 1, 0)  1493.33  17.54  11.11 
ARIMA(2, 1, 2)  1495.77  17.68  11.28 
ARIMA(3, 1, 0)  1494.76  17.61  11.16 
Voting model  ‐  14.79  10.03 
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One can conclude that this voting model has shown the best result. Usually conclusions made by 
researcher are based on consideration of a lot of models and of their forecasts. So, such approach can 
give one more model in such set and here this model has become the best one by prediction quality. 

Predictions of the ARIMA (2, 1, 0) model, voting model at period of 12 months and real values of 
the wage index at the predicted period are shown at Figure 5:Figure 6:,Figure 7:. 

 

 
Figure 5: Prediction of the wage index by the model ARIMA (2, 1, 0) (12 months) 

 

 
Figure 6: Prediction of the voting model (12 months) 

 

 
Figure 7: Real values of the wage index at the predicted period 

4. Conclusion 

In this research three ways of combining ARIMA models into a new one is investigated. The main 
goal is to construct a new model that’s going to make better forecasts or predictions of the same quality. 
Russian macroeconomical statistics was used in the experimental part of the research. 

The first method of averaging is just constructing mean forecast out of predictions of a few good 
models. Their quality is confirmed with prediction at test period. This approach has been tested in the 
first experiment and it has got good results that are close to the best models. 

The second method is averaging of the best models. The model with maximal orders p and q inside 
of set of the best ones (ARIMA (p, d, q) models) is constructed. Its coefficients are mean values of 
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appropriate coefficients of this set. Combined model makes the best prediction in case of income index 
and good one in case of the wage index. 

The third type of the models is based on implementation of voting technique. First of all, good 
models are chosen while comparing quality of their predictions. At the first stage of votes evaluation 
all of them are equal and this model is the same like in the second case. But then if a model has got 
forecast closest to reality its weight is increased, weights of other models are decreased. Here, only 
winners’ weight is increased. But in further research “soft” methods implementation (like softmax 
method) are going to be investigated. Combined models are the best ones by prediction quality in the 
both experiments. 

Also, prediction intervals of combined models are in scope of further research. One can conclude 
that combination of models has got forecast of the same quality or even better. This conclusion is 
confirmed in [4-7] and in this paper. But narrowing of prediction intervals for combination of models 
is still investigated [12, 13] and is in the scope of further research. 

Forecasting with combination of time series models is close to bagging technique [14] used in 
classification and regression tasks. But there are requirements to weak classifiers. Analogical 
requirements should be formulated and tested for time series models combined into a set. This problem 
is going to be under investigation in further work. 
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