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Abstract  
The current level of development of computational linguistics is characterized by the 
involvement of more and more complex levels of linguistic analysis in the field of automatic 
analysis, the use of hybrid approaches in solving computer text processing problems that 
combine machine learning and algorithmic methods. At the same time, the levels of complexity 
of modern text processing tasks, such as extracting time reference in a text, analyzing the 
structure of discourse and many others, require the active involvement of expert linguistic 
knowledge. Nowadays, learning a foreign language is the goal of a very large number of 
people. There are many tools, methods and techniques for self-development of a foreign 
language that can significantly increase the effectiveness of training. Currently, sentiment 
analysis is used in monitoring, analytical and alarm systems, as well as in document 
management systems and advertising platforms. At the same time, this technology is 
practically not used in foreign language teaching systems, although it has a huge untapped 
potential. Almost all currently existing applications for learning foreign languages do not use 
the ability to analyze the tonality of the text. Mastering the emotional vocabulary of a language 
is a difficult task for a student, so this aspect should be given special attention. This paper is 
devoted to the description of a web application developed by us for learning German language, 
which is based on the use of sentiment analysis. This solution can be extended to other foreign 
languages as well. 
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1. Introduction 

Mastering reading in a foreign language is a complex mechanism. Reading is a source of 
development and enrichment of oral speech, improvement of its quality side. The use of authentic texts, 
including fiction, in teaching a foreign language is becoming more and more widespread. Russian and 
foreign researchers emphasize the importance of fiction in teaching a foreign language: it teaches 
understanding of the peculiarities of different cultures, forms creative thinking skills, and helps to 
improve communication and language skills [1-7]. When translating a literary text, difficulties may 
arise associated with understanding emotive vocabulary. Understanding the tonality of the text is an 
important and necessary condition, firstly, to identify the motives and characteristics of the behavior of 
the characters, their inner world and the personality of the author of the work, which contributes to the 
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understanding of the ideological meaning of the work; secondly, for understanding human psychology, 
culture, mentality of people speaking a foreign language [7]. One of the ways to solve this problem is 
to use sentiment analysis when translating authentic texts. 

Despite the fact that emotional analysis is already actively used in many types of human activity 
(when studying consumer preferences, in recommendation systems designed to help the consumer when 
choosing goods or services; when analyzing news resources, etc.), in the study of foreign languages this 
the technology has not yet found widespread use. This work fills this gap to some extent. The work is 
aimed at studying the rule-based method of recognizing the sentiment of texts and the implementation 
of an interactive application for learning the German language with automatic sentiment determination 
of both the text as a whole and its individual parts. 

2. Sentiment analysis of the text 

The term "tonality analysis" has been used since 2003. One of the first papers to use the term was a 
scientific paper by T. Nasukawa and J. Yi, which investigated the extraction of opinions in relation to 
a given subject [8, 9]. Note that scientific work on tonality analysis began several years before this term 
was introduced. One of the first works on the analysis of tonality can be considered the work of J. Vibi 
on identifying the point of view of characters in works of fiction. The aim of the work was to 
automatically classify text fragments into objective fragments and fragments that Express the opinion 
or emotions of one of the characters [10-14].  Later, the object of research interest was the semantic 
orientation of adjectives [4, 5]. J. Vibe, R. Bruce, and T. O'hara began testing the application of 
statistical methods to the analysis of subjectivity [15]. The number of studies in the field of text tonality 
analysis is growing every year [1, 2, 10-13, 16-17]. Tonality analysis is a useful tool in almost any 
language processing task, since evaluative and emotive are important characteristics of speech. 

Tonality or sentiment (opinion orientation, sentiment) is the emotional color expressed in the text. 
There are three types of tonality: positive, negative, and neutral. However, in the scientific literature, 
neutral tonality is defined differently, so very often only the first two types of tonality are taken into 
account. Some researchers define neutral tonality as some intermediate position between positive and 
negative, and some define it as the absence of any emotional coloring. 

The object of text tonality analysis is any entity (product, service, problem, personality, etc.) that the 
text expresses an opinion about. Very often, objects can consist of separate parts (components) and 
properties (features). Components and properties make up many aspects. 

In the dictionary of Efremova, an opinion is defined as "1) a judgment expressing an assessment of 
someone, something, an attitude to someone, something, a view of someone, something, 2) an official 
conclusion, decision" [2]. In the analysis of the emotional coloring of a text, an opinion is defined 
through a tuple [8] consisting of five elements: 

(e, ai, s, h, t), 

where 
e (entity) - an object about aspect ai of which the author g expressed an opinion at time t. The object 

can be a product, person, event, organization or topic of discussion; 
ai (aspect) - property of the object in relation to which the opinion is expressed; 
s (sentiment) - sentiment of opinion in relation to the i-th aspect of the essence e; 
h (holder) - opinion exponent (subject); 
t (time) - time of expression of opinion.  
All the five elements are related to each other, if there is a mismatch – a big mistake.  That is, if the 

source of the opinion h is incorrectly set, the key s is incorrectly determined. 
Sentiment analysis, or text sentiment analysis, is a developing direction of computational linguistics, 

the main task of which is to identify emotionally colored vocabulary and emotional assessment of 
objects by the author in a document. Sentiment analysis can be viewed as a method for quantitatively 
describing qualitative data, implemented by assigning some sentiment estimates [3]. 

The tonal sentence analysis is shown in Figure 1:. 
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Figure 1: Parsing a tonal sentence 

3. Rule‐based method for evaluating emotionally coloured texts  

Emotional text evaluation methods fall into one of the following four categories [11]: 
 rule-based methods; 
 methods based on the use of dictionaries of emotional and evaluative vocabulary (sentiment 
lexicon); 
 supervised learning methods; 
 unsupervised (deep) teaching methods. 
The web application we have developed uses a rule-based approach to text sentiment analysis. This 

approach is based on linguistics; in this approach, the semantics of words and the rules for constructing 
sentences play an important role. This approach implies a tonal vocabulary containing words or 
collocations. Each word is assigned two attributes indicating tonality and / or strength of tonality (for 
example, on a scale of one to ten, where ten is a strong positive tonality). The tonal dictionary can be 
taken from the outside, or it can be generated statistically. A syntax tree is formed from each sentence 
or part of it, containing chains of words or collocations that depend on each other. The object of analysis 
and the direction of the sentiment are determined. The linguistic rules that form syntactic trees can be 
formed according to the researcher's preferences. A linguistic rule, or pattern, is a template that specifies 
a certain linguistic regularity, that is, a specification of a property of a set of examples, defined in terms 
of some formal language. Further, certain words or their combinations are compared with words from 
tonal dictionaries and, thus, the direction of tonality and its strength are assigned to individual sentences. 
The tonality of the entire text can be formed based on the tonality of its parts. This method allows you 
to get syntactically correct emotional expressions and, with good filling of tonal vocabulary lists, allows 
you to achieve good completeness (coverage of emotive vocabulary). 

Note that compiling a set of rules is a very laborious process. In our work, about 20 linguistic patterns 
were compiled to assess emotionally colored texts. The negation words influencing the polarity of the 
sentence were taken into account - “nicht”, “kein” (“not”, “not”); opposite conjunctions "aber" ("but"), 
"nicht ..., sondern" ("not ..., but"). Complex sentences were broken down into simple ones. The clauses 
were associated with the word being defined. In the case of a verb with zero tonality, the emotional 
color of the sentence was determined by the tonal environment of the object, its qualitative 
characteristics. 

Here is an example of the simplest rule, formalized as a pattern, for the sentence "Arzt heilte 
grippepatienten" ("The doctor cured a patient with the flu"): 

if the predicate is included in a positive set of verbs, and there are no negatives and opposite 
conjunctions in the sentence, then classify the tonality as "positive" 

The algorithm for emotional evaluation of the text consists of several stages: 
1. Pre-processing of text, selection and classification of found words: 

Arzt <noun, pos> heilte <verb, pos> grippepatienten <noun, neg> 
Abbreviations are introduced here: noun - a noun, verb - a verb, pos - positive, neg - negative.  
2. Combining the found words into chains linked to each other 

Arzt <nPos> heilte <vPos> grippepatienten <nNeg> 
3. Assessment of the tonality of the entire proposal 
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Arzt heilte grippepatienten <Pos> 

4. Description of the application functionality 

The service «Wir lerne Deutsch» is implemented using the Vue.js framework and Firebase cloud 
data storage using the open source library of AFINN sentiment created by Finn Orup Nielsen. AFINN 
is one of the most popular libraries used for emotional analysis of text. The AFINN library contains 
over 3300 words with an assessment of the polarity (rating) of each word [12-13]. The rating ranges 
from -5 to 5. For example, 

 hopefulness - 2 points 
 smart - 1 point 
 slow - (-2) points 
 amazing - 4 points 
 breathtaking -5 points 
As you can see from the list, words can represent different parts of speech. They all have their own 

rating. There are also neutral words with a rating of 0. This means that they do not carry either a positive 
or negative connotation [14-16]. 

 

 
Figure 2: Administrative panel of the application 

 
The developed web application allows you to read and translate fiction and popular science literature 

in German at various levels of difficulty, from basic (A1) to the level of a native speaker (C2). Literature 
is downloaded from sources that are freely available. To search for books of interest, the user can use 
multiple searches by the title of the book, as well as by the level of difficulty: 
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Figure 3: Application interface 

 
After selecting literature, the user is directed to a page with a list of its chapters. Each chapter is 

presented with an audio recording (read by a native speaker), text with tips and words for study on this 
chapter. 

 

 
Figure 4: List of book chapters 

 
At his discretion, the user can choose two reading modes: 
1. text with prompts, that is, generating a translation and emotional colouring only by pressing the 
corresponding button; 
2. parallel translation. 
When choosing the first mode, the user can take two types of hints during reading: 

Text translation is carried out by clicking on the symbol -  

Hint of the emotional context of the sentence by clicking on the symbol -  
When choosing a hint of an emotional context, three assessments are given in the form of 

pictograms, which make it possible to understand the message of the author of a foreign text: 

 Positive assessment. Symbol -  

 Neutral assessment. Symbol -  

 Negative assessment. Symbol -  
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Figure 5: Page with the analysis of the sentiment of the text 

 
Table 1  
Text fragments and their emotional evaluation 

Source code  Tonality 

Der Himmel war wie Messing und noch nicht 
verqualmt vom Rauch der Schomsteine 

Neutral 

Es trug weites Koptfuch, eine blaue Schürze, 
dicke Pantoffein, schwenkte einen Besen, 

neunzig und war Stol 
Negativ 

Es war ein gut Tag Positive 

 
Note that you can also analyze the emotional coloring of a word, sentence or piece of text that 

interested the user in the Sentiment Analysis section. To do this, just fill in the special field “Enter text 
for sentiment analysis”. As a result, the user will receive an assessment of the text (positive, neutral, 
negative tone) and the number of points (from -5 to 5) corresponding to the given text. The larger the 
number, the more pronounced the positive tone is: 

 

 
Figure 6: Sentiment analysis of the text in German 

 
Recall that sentiment analysis of the text in the application is implemented using the method of using 

rules, as well as using the AFINN vocabulary. 
To determine the emotional color of the text entered by the user, the getEmoji () function was 

developed: 
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getEmoji: function () { 
      const ml = require ('ml-sentiment') ({lang: 'de'}); 
      this.senti = ml.classify (this.sentiAnalysis); 
      if (this.senti <0) { 
        this.emoji = "Negative Hue" 
      } 
      if (this.senti> 0) { 
        this.emoji = "Positive Tint" 
      } 
      if (this.senti == 0) { 
        this.emoji = "Neutral Tint" 
      } 
    } 

5. Outcome evaluation  

At present, methods of objective testing of text tone marking systems have not yet been developed. 
Therefore, when analyzing the correctness of the automatic emotional assessment of the text, we based 
on the subjective assessment of small test sets by volunteers. To do this, we manually divided into 
fragments the novel "Three Comrades" by E.M. Remark and posted it on a lexical resource for 
crowdsourcing tonal markup. The volunteers were asked to put one of three emotional marks (positive, 
neutral, negative) on each fragment. In total, about 700 fragments were tested. 

The analysis showed that 93% of the text fragments were correctly assessed by the program. Most 
often, difficulties arose in the automatic assessment of the tonality of sarcastic sentences, for example, 
"Wer allein ist, kann nicht verlassen werden" ("... who is alone, he will not be abandoned"), "Wissen 
macht frei - aber unglücklich" ("Knowledge makes free - but unhappy ")," Die Liebe ist etwas 
Herrliches. Aber sie verdirbt den Charakter "(" Love is a wonderful thing. But it spoils the character "). 
Such expressions have a general tone, the opposite of the tone of individual words. In general, the 
application showed high speed of word processing and flexibility to new, unknown suggestions. 

6. Conclusion  

Over the past decade, interest in the field of analyzing the emotional sentiment of texts has increased 
greatly. In teaching a foreign language, an emotional assessment of a literary text can help to understand 
the author's message and translate without meaningful loss. In the developed application, sentiment 
analysis is based on the method of using rules. The AFINN library was used as an evaluation 
vocabulary. The user can assess the tonality of both a single sentence and a fragment of the text. This 
will allow him to better understand the characteristics of the behavior of the characters, their inner 
world, the personality of the author of the work and his emotional message. We believe that such an 
approach to teaching a foreign language can increase the effectiveness of teaching. 
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