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Abstract
The notion of trust on human and its construction mechanisms have been widely studies in the two
last decades. However, research on this topic has focused on human interactions, on organizations
or on some specific technologies such as the Internet or automation. With the increasing popularity
of Artificial Conversational Agents (ACA), there is a growing interested to study trust in AI. In this
paper, we present a new model of building trust in human-ACA interactions. Our contribution aims at
proposing a theoretical heuristic for building trust in ACAs by combining multi-disciplinary research
on human-to-human trust, trust in organizations and trust in technologies. We claim that an ACA is at
the core of these three dimensions because it can be perceived as a technology by its nature, as a service
provided to an individual with specific processes by its role, and as a social agent with its own set of
intentions due to its human-like interaction model. We believe that this diversity in trust drivers is key
to have a holistic approach of trust in ACAs.
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1. Introduction
Artificial Conversational Agents (ACA) are
now used in a wide range of applications, from
medicine[1] to vocal assistants such as Ama-
zon’s Alexa or Apple’s Siri. Given their pop-
ularity, it is now essential that ACAs are able
to build a relationship of trust with users.

Interpersonal trust can be defined as ”the
willingness of a party to be vulnerable to the
actions of another party based on the expec-
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tation that the other will perform a particu-
lar action important to the trustor, irrespec-
tive of the ability to monitor or control that
other part”[2]. However, we believe that the
challenge of building trust in ACAs cannot
be tackled through interpersonal trust only
[3]. An ACA can be perceived as a technol-
ogy by its nature, as a service provided to
an individual with specific processes by its
role, and as a social agent with its own set
of intentions due to its human-like interac-
tion model. These different aspects lead us
to believe that we should take into account
different dimensions of trust when designing
ACAs.

In this paper, we first propose a new model
of trust cognitive mechanisms in the context
of interactions between human and artificial
conversational agent. We do so by combin-
ing multi-disciplinary research on human-to-
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human trust, trust in organizations and trust
in technologies. Then, we derive a design
heuristic for building trust in ACAs from this
model. Overall, we argue that taking into ac-
count the diversity of trust drivers is key to
have a holistic approach of trust in ACAs.

2. State of the Art

2.1. Dimensions of Trust
The meta-analysis conducted by Lee and See
[4] based on 14 researches on trust integrates
these parameters and summarizes them in
three similar basis needed for building trust
in a context of an interaction between an in-
dividual and a machine: Performance, Process
and Purpose. These 3 concepts can be linked
to 3 dimensions of trust for ACAs: techno-
logical, oganizational and human aspects of
trust.

2.1.1. Technological aspect of trust

Performance represents the competence or ex-
pertise of a machine through its actions.
Through its performance, a machine demon-
strates that it is competent to perform the ac-
tions expected and credible for an individual
[5, 4, 2]. In addition, performance must be
robust and measurable over time [6].

2.1.2. Organizational aspect of trust

Process represents the transparency of a ser-
vice that must make clear to an individual
how it operates. According to Lee and See
[4], process is evaluated in terms of consis-
tency, transparency and integrity [2].

2.1.3. Human aspect of trust

Purpose represents the overall intentions of
interactions in a given relationship [4]. Pur-
pose is measured by its kindness, honesty and

integrity to reduce the feeling of being vul-
nerable [4, 2].

2.2. Evolution of Trust
Trust is built over time and through interac-
tions, evolving between different stages [7,
8]: trust based on deterrence, trust based on
knowledge, and trust based on identification.

2.2.1. Trust based on deterrence

Trust based on deterrence is the first stage of
trust building and is driven by the concept of
punishment. This stage of trust is governed
by established and identifiable rules limiting
one’s vulnerability and so distrust [4]. These
rules should not be violated as there is a risk
of punishment that can result in trust loss [7].

2.2.2. Trust based on knowledge

The second stage of trust building is based on
our knowledge of the trusted object: as an in-
dividual’s experience with it expands, he/she
becomes familiar with it, and his/her knowl-
edge can then be used to assess his/her own
vulnerability to the trusted object, predict its
behavior and grant it confidence or not [8],
adopting an appropriate level of trust [8, 9].

2.2.3. Trust based on identification

The last stage of trust building occurs when
the two sides of the interaction understand
each other [7]. At this stage of trust, there is
no longer a need for a contract or agreement
to limit an individual’s vulnerability because
the person is convinced that the trusted one
respects his/her interest and expectations [8].

3. Building Trust
We propose a model of building trust (see Fig-
ure 1), based on the dimensions and evolu-



Figure 1: Building trust model for interactions
between a human and an Artificial Conversa-
tional Agent (ACA)

tion stages of trust. It makes it possible to dis-
tinguish human needs and ACA-related char-
acteristics. Each dimension of trust is asso-
ciated to a stage of Trust evolution [7], Hu-
man expectations [2, 4, 5] and ACAs’ assets
needed to meet them [8, 4, 10]. We also pro-
pose a design heuristic (see Table ??) which
translate our model into principles for all NLP
practitioners and ACA designers inspired by
the heuristic of Amershi et al. [11].

3.1. When first interacting
3.1.1. What a user sees is credibility

The first thing individuals can evaluate is what
they see. More precisely, an individual makes
an initial assessment of what he/she has per-
ceived regarding the ACA, having little or no

knowledge of it. Therefore, the evaluation
criteria focus first on the credibility of the
ACA as seen by an individual with respect to
his/her expectations of the ACA’s skills.

3.1.2. What an ACA looks like relates to
its performance

the ACA must seem efficient, capable and re-
liable regarding an individual’s expectations
for him/her to see it as credible and interact
with it. So the first asset an ACA must de-
velop is its performance [Principle P1]. The
agent’s first interactions and actions will al-
low the user to judge whether it is able to
meet his/her expectations. Also, its sentences
and actions must demonstrate that it is reli-
able. Appearances can play an important role
as well in the perception of performance and
they should not be neglected in any aspect of
the first image sent to the user [5, 12, 13].

3.1.3. The interaction is subject to the
deterrence effect

When first interacting with an ACA, a user
needs credibility. The principle of trust based
on deterrence helps him/her to measure its
performance in the absence of knowledge, and
protects from vulnerability. If an ACA fails at
delivering what is expected by user at first,
distrust and neglect are more likely to occur.

3.2. During interactions
3.2.1. What a user thinks is trustworthy

Through his/her interactions with an ACA, a
user experiences its actions, anticipate them
and react appropriately in the event of errors.
As a result, a user thinks whether the ser-
vice is trustworthy because the history of
their interactions has allowed him/her to un-
derstand the process and to know the limits
of the conversation.



Context Principle

1st experience P1
Make ACA credible
ACA’s performance appears at first sight in line with to users’
expectations, speaks clearly and answers as expected by users.

During interaction P2

Make ACA trustworthy
ACA’s processes are transparent and users are able to understand
how the conversation is handled by the ACA and how decisions
or actions are taken.

P3

Manage error scenarios
Possible errors (such as misunderstanding, out-of-topic requests,
sensitive topics or negative feedbacks) are anticipated and ACA
manage each of them in order to minimize users’ frustrations.

Over time P4
Build a trust-based relationship
ACA is emphatic and anticipate users’ needs. It generates affect
and identification though conversations.

Table 1
4 design principles for trusted human-ACA interactions, categorized by context of use

3.2.2. What an ACA shows is its process

For a user to perceive trustworthiness in ACA
and engage with it, he/she needs transparency
about the process it uses to generate content
and make decisions, so that he/she can mea-
sure the risk of each interaction. Thus, ACAs’
services need to show transparency over the
process [Principle P2]. Interpretability so-
lutions could be leveraged when a Machine
Learning model is used to provide further
transparency [14, 15, 11, 16]. Also, he/she
needs to understand the limits of the conver-
sation to avoid situations of misunderstand-
ing and frustration. As for transparency over
the process, ACAs’ services need to manage
error scenarios [Principle P3] to remain trust-
worthy for the user.

3.2.3. Knowledge for appropriate level
of trust

A user can only objectively judge whether
the ACA is trustworthy if he/she has knowl-
edge on it. If the ACA shows a sufficiently
transparent process and limits frustrations,
then this individual will be able to make an

informed decision as to whether an AI is trust-
worthy, adopt the appropriate level of trust
and thus develop his/her relationship with it.

3.3. Over time
3.3.1. What a user feels is trust

Until this stage, the user remained in control
of all interactions and can continue to inter-
act without fearing for his/her vulnerability.
But once the ACA has accumulated enough
data about him/her and begins to make de-
cisions, the user begins to lose control over
the interactions and it can increase his/her
vulnerability if there is no trust. Therefore,
it is important that the individual feels safe
regarding the ACA service to be willing to
trust and accept the decisions it makes.

3.3.2. What an ACA does is its purpose

From the moment a user has confidence, he/she
is more willing to give up some amount of
control. Beyond uses and interactions, he/she
agrees to rely on the decisions of an ACA
if he/she is convinced of its kindness, hon-
esty and integrity. Thus, the last asset that



ACA must put forward to gain the trust is the
purpose [Principle P4]. We believe an ACA
should provide the required information so
that a user can be convinced of its benevo-
lence.

3.3.3. Emotional identification

The last stage of trust development is more
subjective because it implies that an individ-
ual no longer needs to give consent to let the
ACA act. This feeling, which is specific to
identification, develops if the individual is
personally convinced of the other party’s good
purpose.

4. Conclusion and
Considerations

Since trust is key to our relationship with ACAs,
it is essential to understand its mechanisms
so that service designers and practitioners can
make good use of it. Our work shows that the
dimensions of technological, organizational
and human trust presented in previous re-
search are relevant and need to be combined
to better understand the cognitive develop-
ment of trust in the context of ACA. As a
technology, ACA needs to have a credible per-
formance in the eye of the user. As a service,
ACA’s processes need to be clear and trans-
parent in order to be perceived trustworthy
and limit frustrations. And as a social agent,
ACA needs to have a good purpose to create
a safe and trust-based relationship.

Further work will focus on testing this model
in real world operations to further evaluate
the design heuristic.
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