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Abstract
We reflect on user privacy concerns, transparency and informed consent for long-term interactions with personalized conversational agents. We argue that the common practice of asking users to sign an informed consent form is insufficient to accommodate the privacy concerns of the user. We propose that long-term engaging personalized conversational agents must include an explicit mechanism in their conversations to allow users to have control over their personal information and to have transparency, i.e. about what is stored and who is allowed to view the stored personal information.
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1. Introduction
An important aspect in developing conversational agents (CAs) that engage in personalized, long-term interactions is how to ensure privacy and transparency. Privacy issues have received considerable attention in recent years and the introduction of GDPR in European countries is a clear way of addressing at least part of these issues. GDPR requires that users be thoroughly informed about the use that is made of their personal data and they give explicit consent for including their personal information in all sorts of systems and databases. Usually this is done upfront, before users start participating in a study or using a given application. However, with conversational agents we might face a different situation in which users are, sometimes unconsciously, continuously providing personal information to the CA that then incorporates these data without asking for further consent. This might lead to particularly worrying scenarios in which confidential information is shared and accessed by third parties without specific approval on the part of the user. In this paper we argue that this aspect should be explicitly addressed when designing CAs, making it possible for users to check and approve that the information and personal data they share with their CA can be stored and incorporated for subsequent use. In other words, we claim that users should take back control and give explicit consent at different
stages of their conversational exchanges with CAs. We focus here on two aspects of personalized long-term engaging conversations with CAs:

1. Conflict between privacy and personalization
2. User control on and user access to personal information stored by the CA

2. Context

We focus on spoken personalized long-term engaging conversations with older adults to collect and reflect on their overall health and well-being within the BLISS project [1]. We are not so much interested in clinical health but in a broader concept of well-being and happiness that also comprises concepts such as quality of life, social participation and the overall capability to self-manage [2]. The use of conversational agents in healthcare facilities is growing [3]. Several studies have been conducted to check for the widespread acceptability of such technology in healthcare facilities. Razavi et al. have designed a dialogue manager to conduct conversations with older adults in order to receive feedback on their non-verbal communication such that to improve their communication skills [4]. Abdollahi et al. have showed the use of social robots in elderly homes to help patients in long-term engagements with the robots and to improve their quality of life in patients having dementia and depression [5]. They incorporated humor and other features that make robots likable for longer interactions so that subjects interest is intact for longer period of time.

In order to have improved technology that performs well for a broader and variety of audience, the technology must be personalized to a particular person. However, a personalized conversational agent might require disclosure of information that users feel reluctant to share. For example when a CA asks about topics like previous life experiences, accidents or any particular health issues. These could possibly trigger unwanted negative emotions of the user and unwanted ethical issues [6, 7].

3. Personalization

Dialogue personalization leads to higher satisfaction of users[8] which in turn can lead to long-term engagement conversations with the agent [9].

Personalization can take many different forms and levels. For example, some levels of personalization are: conversation style (informal or formal, level of language complexity), choice of agent voice (accent, age and gender) and the content of conversations [10, 6].

The source of information to be used for personalization can be based on previous conversations or on user information and preferences that were explicitly encoded prior to the user-agent conversations [11].

In this paper we focus on one particular aspect of personalization, namely the creation of a user profile containing personal identifiable information (PII) and possibly uniquely identifiable information of the user. Personalized conversational agents that allow for free language input are still rather uncommon and problematic. Montenegro et al. performed a systematic literature review of CAs in health (March 2019) and found that “[...] improvements to conversational agents related to interactions, interfaces and models of learning, with focus on facilitating user engagement.” [12, p. 66] are necessary. Kocaballi et al. conducted a survey on personalized conversational agents in the healthcare domain that allow for free language input and were properly evaluated with users [10]. The authors only found 13 studies matching these criteria. Personalization is aimed at individuals (and not at groups), expressed at content level Laranjo et al. conclude that patient safety is
not evaluated in the discussed studies and is something that deserves more attention [15]. Kocaballi et al. states that “implicit methods used for gathering user information need to be clearly communicated to the users, since such methods often run automatically in the background, not being noticed by users. To this end, the model of informed consent for information systems may prove useful for considering various factors involved in collecting personal information” [10, 14]. We argue that a single consent form signed prior to the user-agents conversations is insufficient.

4. Challenges

In work on spoken CAs we observe a fundamental conflict between restrictions imposed by privacy regulations on the one hand, and personalization as a feature of the interaction on the other. Obviously this paradox is not limited to CAs and has been discussed for other applications as well [15]. As we aim to develop agents that have previous knowledge about their interlocutors and are capable of adapting to their needs, we need to explicitly model personal profiles and store information from previous conversations. Personalization also contributes to long-term engagement and is crucial for establishing credibility and trust of the CA [16], which in turn are essential for actually having an effective CA that can provide insights in personal health and even stimulate behavioural change like in coaching and counseling agents. Trust appears to be an essential element of long-term conversational engagement [9] as is needed in health related CAs. Having a personalized CA that has knowledge about previous conversations helps building such trust.

Not all personal identifiable information is equally private. Kim and Ko defined multiple levels of private information, depending on the needs of the users [17]. People are willing to share their favorite color and name of first pet much more likely than a voice signal or email [18]. Additionally, users prefer to share the most sensitive PII only with people they are intimate with (immediate family) or people who need it (doctors) [19]. In Figure 1, we plot two dimensions of sensitivity and intimacy regarding PII.

The systematic review study on informed consent in biomedical research by De Sutter et al. [20] provides us with list of high-level recommendations that are largely applicable to our study but that need concrete implementation to be practically usable. For example, “pay attention to transparency regarding the use of participants’ health information and their right to control the sharing and use of this information” (Table 1 from [20]). All this control might be difficult to reconcile with privacy regulations that were introduced to protect personal data such as GDPR, which require that information should not be traceable. So, for each piece of personal identifiable information that is incorporated in the
CA, users need to give previous explicit consent, which is excellent, but also makes the procedure lengthy and tedious. As we create conversational agents for research projects, we follow the regulations of proper research ethics and give participants a clear explanation of the research they engage in followed by signing a consent form, a very necessary step. After giving consent, the user has no longer influence on what is stored from the conversations. So explicit consent given upfront may not be sufficient. Users should also remain in control of their own data, especially when deployed in the field where a loss of control negatively impacts acceptance of a CA [11].

Furthermore, it has been shown that an interactive presentation of project information helps to improve understanding within the informed consent process [21].

5. Possible solutions

A possible way of ensuring more control on the part of the users would be to build in the dialogue a form of explicit consent or consolidation of the information provided by the user after each conversational exchange. In this way it is possible that information or data that were mentioned by users, but that they actually prefer not to share are not included in the dialogue history. One solution that we plan to investigate involves the use of summarized content reflection at the end of each conversation as a mechanism for transparent user control and explicit feedback on the correctness of the stored user information. We plan to compare the effectiveness and appreciation of such an automatic conversational summarizing method against giving participants an opportunity to correct a list of the extracted facts. We view a summary as a way of efficient “dialogue condensation”; it is not desirable to have the user verify each and every spoken utterance, but only the most important information nuggets. Classifying the type of user information (social, physical health, financial etc.) could be a helpful step to decide on which information should be stored and presented to the user.

Another useful feature would be to establish layers of accessibility for personal data, so that the information contained in the CA is accessed to different degrees by different individuals or groups like the users themselves, their family and/or care providers. Storing all this sensitive information poses enormous challenges in terms of safety and security. This might be less of a problem when large health providers are involved, but for individual users this could be a bridge too far.

The security issue emerged clearly during the COVID-19 crisis which caused a shift to online solutions that are much more vulnerable. In our own research the effects of the pandemic led to an unexpected struggle. We had developed a software architecture that works on device, but this could not be used because we were not allowed to conduct experiments on the premises. So we had to switch to an online version, which caused a lot of additional work and in fact led to a less robust solution in terms of security.

6. Conclusion

Privacy regulations and personalization as a feature of a CA cannot be easily accommodated. The development of an efficient and user-friendly CA requires knowledge of the user, and as a consequence personal user profiles and information from previous conversations must be stored and re-used in a flexible way. Since this may include medical data, privacy is a matter of utmost concern.

All bits of personal identifiable information stored in the system require a form of consent, preferably explicitly by the user instead of im-
licitly by for example agreeing on embarking on a conversation with a CA. In addition, controlling the data and accessibility of personal data is an aspect that needs careful consideration. This counts for both the design and architecture of the system but also (and, even more importantly) in the information flow along the entire data path during interaction, especially in the case where external web services are employed for the online functioning of the CA.

We argued that static and dynamic management by the user of stored personal identifiable information within agents can provide an adequate and powerful solution for resolving the privacy versus personalization conflict.
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