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Abstract
In recent years, researches in biometric methods have gained much attention and they have advanced to a wide scope in security concepts. Therefore, many biometric technologies have been developed and enhanced with many of the most successful security applications. Lately, lip-based biometric identification becomes one of the most relevant emerging tools, which comes from criminal and forensic real-life applications. The main purpose of this paper is to prove the benefit of lips as a biometric modality, by using both handcraft and deep-learning based feature extraction methods. So, we consider three different techniques, Histogram of Oriented Gradients (HOG), Local Binary Pattern (LBP) and pretrained Deep-CNN. All results are confirmed by a ten-fold cross-validation method using two datasets, NITR-LipV1 and database1. The mean accuracy is found to be very high in all the experiments carried out. Also the feature extraction using the Inceptionv3 model always achieve highest mean accuracy.
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1. Introduction

Biometric human identification methods have recently gained a lot of attention, since they easily address most traditional identification issues.

In biometric human identification systems, users are recognized by who they are and not by anything to keep in mind or take with them [1]. Several known methods of human identification, like face, iris, retina, etc. are developed and optimized, but there are still need to emerging and innovative solutions [2]. Some of the new biometrics modalities are: heartbeat (ECG) [3], EEG biometrics [4], dental radiograph [5] and finger-nails [6].

Recently, lips recognition [7] has been proposed as a new relevant emerging kind of biometrics, which derived from criminal and forensic real-life applications.

Studies on lip-prints date back to 1950’s, where extensive studies on lip-traces have been performed by Japanese researchers, without indicating or proposing a useful application of them. At the beginning of the 1970’s, based on the lip prints of 1364 people between the ages of 3 and 60 of both sexes, Yasuo Tsuchihachi and Kazuo Suzuki [8] demonstrated that lip prints are unique and stable for an individual. Further, they suggested the ability to use lip prints in human identification. Also, lip prints are used to gender determination of the examined subject [9].
Lip prints properties have been successfully applied as a subdiscipline of dactyloscopy, to human identity confirmation by forensic specialists and police. Precisely, when examining the features of the human lips, the anatomical patterns on the lips are often considered. Different classifications have been developed by authors. However, no classification has yet been recognized internationally and each author creates more or less his own by modifying some already existing. For example, Yasuo Tsuchihachi and Kazuo Suzuki identified 6 lip models based on the patterns found, figure 1 and table 1 present this classification and their description.

![Figure 1: Yasuo Tsuchihachi and Kazuo Suzuki classification of lip patterns](image)

<table>
<thead>
<tr>
<th>Type of lip pattern</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type I</td>
<td>Complete straight grooves</td>
</tr>
<tr>
<td>Type I'</td>
<td>Partial straight grooves</td>
</tr>
<tr>
<td>Type II</td>
<td>Branched grooves</td>
</tr>
<tr>
<td>Type III</td>
<td>Intersected grooves</td>
</tr>
<tr>
<td>Type IV</td>
<td>Reticular grooves</td>
</tr>
<tr>
<td>Type V</td>
<td>Other patterns</td>
</tr>
</tbody>
</table>

Unfortunately, in image analysis based recognition system, these features cannot be used because they are difficult to extract from the acquired images. Therefore, in our approach, we do not use the features of lip prints, but we focus on the features extracted from the lips in a static face image.

Authors in [2] consider that the use of lips as modality for human identification is very interesting, since lips are passive biometrics, in which images can be obtained without the knowledge of the person being examined. Also, lips are usually visible and not hidden or covered with anything. Further lips can be implemented in a hybrid lips-face or lips-voice biometric systems.
In this paper, we study the efficiency of lips based biometrics systems using three feature extraction techniques, i.e., Histogram of Oriented Gradients (HOG), Local Binary Pattern (LBP) and inceptionv3 pre-trained Deep-CNN as automatic feature extractor.

In the recognition step, two classifiers are used for lip recognition, which are K-nearest neighbor (K-nn) and support vector machine (SVM).

The rest of this paper is organized like this: Literature survey is presented in section 2. The proposed lip based biometrics system is presented in section 3. The experimental results and discussion in section 4. Finally, conclusions and future works are drawn in section 5.

2. Literature survey

Lip biometrics have not been very much studied so far. In this section, we will cite some works that have been realized in this field:

In [10], authors consider both physiological and behavioral information of the lip as biometric. Their results prove that both the static texture feature of lips and the dynamic shape deformation feature can give satisfactory accuracy.

Also, in [2], there have been several investigations to recognize a person directly from the shape and contour of lips, where lip region of interest is determined based on the color distribution around the lip area.

In addition, Choras in his various researches [11] [1] [2], proved that the lip can be used as a strong biometric trait.

Further, Hsu et al. [12] proposed lip recognition method based on active basis model, Particle Swarm Optimization (PSO) algorithm to define the best combination of parameters, and SVM to obtain classified results.

In the same context, Bakshi et al. [13] applied two techniques to extract the local features from grayscale lip images, viz. SIFT (Scale Invariant Feature Transform) and SURF (Speeded Up Robust Features). The precision turns out to be very high (> 90%) in the two experiments carried out.

In recent work, Bakshi et al. [14] studied the fusion of the shape and texture characteristics of the lip image to verify a person’s identity in mobile devices.

Moreover, Wrobel et al. [15] proposed an efficient lip-based biometric recognition approach using a Probabilistic Neural Network (PNN) for verification purpose. The results obtained by PNN are improved by a Particle Swarm Optimization (PSO) technique.

Furthermore, in the context of age progression, Clare and Jain [16] proved that lips have more discriminating information than the nose, and it seems to be more stable and identifiable facial part. Also, Boussaad et al. [17] proposed a component-based approach for age invariant face recognition in which Deep-based features are computed from separated facial parts including lips.

3. Proposed lip biometric approach

In this section, we present the proposed lip biometric system, its overview is illustrated in Fig. 2 and the details of each step are described in the following subsections:
3.1. Feature extraction phase

In this study, three different feature extraction algorithms are used. The details of these algorithms are given below.

1. Histogram of Oriented Gradients (HOG): HOG is a feature descriptor that focuses on the structure or shape of an object. It is considered as one of the well recognized features due to its superior performance and relatively simple computation [18].

   It is initially proposed for the detection of pedestrians [19]. It counts the occurrences of gradient orientation in localized parts of an image. The main steps to calculate HOG features can be summarized as follows [18].

   • Gradient calculation: In this step, the spatial gradients in the vertical and horizontal directions are calculated, then used to calculate the gradient magnitudes and angles.
   • Orientation binning: In this step, the image is divided into small connected regions called cells and according to the gradient angle, the gradient magnitude of each pixel in a cell is voted into different orientation bins.
   • Feature description: In this step, the adjacent cells are grouped into blocks. Each block is normalized by its L2 norm, then to form a descriptor, the normalized block histograms in a detection window are concatenated.

An example of HOG features over the original image is illustrated in Fig.3.
2. Local Binary Pattern (LBP): LBP features are originally proposed for texture analysis, which labels the image pixels by thresholding the neighborhood of each pixel and considers the result as a binary number [20]. The most important properties of LBP features are their tolerance to illumination changes and their ease of calculation. LBP proceeds as illustrated in Fig. 4; each pixel is compared to its eight neighbors in a $3 \times 3$ neighborhood by subtracting the value of the central pixel; strictly negative values are coded with 0 and others with 1; a binary number is obtained by concatenating all these binary codes clockwise from the one at the top left. Derived binary numbers are called Local Binary Patterns or LBP codes [21].

Initially, the size of the LBP operator was limited to only $3 \times 3$ neighborhood, it cannot capture dominant features with large scale structures. To overcome this limitation, the descriptor was generalized to use neighborhoods of different sizes [22]. A local neighborhood is defined as a set of evenly spaced sample points on a circle centered on the pixel to be labeled and the sample points that do not fall in the pixels are interpolated by bilinear interpolation, thus allowing any radius and any number of sampling points in the neighborhood.

Fig. 5 illustrates some examples of the extended LBP operators, where (P, R) denotes a neighborhood of P sampling points on a circle with radius R. The LBP operator used in this paper is the circular (8,1) neighborhood.

3. Pre-trained Inception-v3 Deep CNN model:

Inception-v3 [23] is a CNN architecture from the Inception family, including three types of Inception modules (Inception A, Inception B and Inception C) as shown in Fig. 6. Each Inception module is composed of several convolutional layers and pooling layers in parallel, which can generate discriminatory features and reduce the number of parameters. In Inception-v3, three Inception A modules, five Inception B modules and two Inception C modules are stacked in series.

In our experiment, feature extraction is computed from the pooling layer 'avg_pool' of the pre-trained Deep-CNN InceptionV3 model.

A general diagram of the Inception-v3 model is shown in Fig. 7.
3.2. Classification phase

1. K-Nearest Neighbor (K-nn) classifier:

The KNN classifier is a very simple non-parametric classification method proposed by Cover and Hart in 1968 [25]. Despite the simplicity of the algorithm, it works very well and it is an important reference method. Due to its clear principles and excellent classification performance, it is used in several applications.

The KNN method is based on K which means the number of nearest neighbors. Decision rules can be described as follows [26]:

- If $K = 1$, the KNN method is called NN (nearest neighbor) method. Firstly, calculate the distances between the test sample $x$ and all training samples by a distance function (Euclidean, Manhattan,...). Secondly, find the nearest neighbor, that is, the nearest training sample to $x$. Finally, give $x$ the class label identical to nearest neighbors.

- When $K \neq 1$, KNN tries to find the $K$ nearest neighbors of $x$. Among these $K$ nearest neighbors, if the samples belonging to class $i$ has the largest quantity, the class label of $x$ can be marked with $i$. 

---

**Figure 5:** Three Examples of the extended LBP operator with circular neighborhood [22].

**Figure 6:** The Inception Modules of Inception-v3 [23].
2. Support Vector Machine (SVM) classifier:
SVM is a related supervised learning method used for classification and regression, it was originally proposed by Vapnik [27]. It is the most preferred by many because it can provide significant accuracy with computational efficiency.
The objective of the SVM algorithm is to find the best decision line or boundary (hyperplane) that can separate the n-dimensional space into classes so that we can easily place the new data point in the correct category in the future. Fig. 8 shows an example of the classification process of SVM.

In addition, the SVM can efficiently performs nonlinear classification using the kernel function, by mapping its inputs into large feature spaces. The kernel function plays a crucial role in SVM, because it is a kind of measure of similarity between the input object. The proper selection of the kernel function will affect the accuracy of the model. There are four types of kernel function available for SVM which include linear, Radial Basic
Function (RBF), polynomial and sigmoid [29]. Among these popular kernel functions, RBF is the most popular choice due to its less numerical difficulties and less hyperparameters than the polynomial kernel.

4. Experiments and results

In this section we will discuss the used datasets, and the experimental results that were generated.

4.1. Description of databases

The proposed identification system is evaluated on two publicly-available lip databases, namely NITRLipV1 [30] and Database1 [31] databases.

1. NITRLipV1 database captured by Canon PowerShot A1100IS with F2.7 aperture and shutter speed varying from 1/60s to 1/25s. The database images were collected from 15 Indian volunteers, including men and women with age ranged from 20 to 40 years. This database is composed of 109 color images characterized by a variety of illumination conditions saved in JPEG format.

2. The Database1 database contains 23 color and grayscale images of objects, 5 images per object. Images have different sizes from the range $3096 \times 3456$ to $4128 \times 4608$ pixels and have various illumination and position conditions.

Some examples from the NITRLipV1 and Database1 databases are shown in Fig. 9.

\textbf{Figure 9:} Examples from the NITRLipV1 and Database1 Databases.

4.2. Experimental evaluations

The entire algorithm was evaluated using the Matlab (R2018b) environment. All images in the NITRLipV1 and Database1 databases are used for training and test and the experiments results
are reported in terms of average recognition accuracy rates following a 10-fold cross-validation scheme.

The accuracy rate is defined by Eq. 1.

\[
\text{Accuracy} = \frac{TPR + TNR}{TPR + TNR + FPR + FNR} \times 100
\]

where TPR (True Positive Rate) is the probability that authorized users are correctly recognized on the total number tested, TNR (True Negative Rate) is the probability of authorized users who are not recognized on the total number tested.

FPR (False Positive Rate) describes the probability of unauthorized users who are recognized over the total number tested.

FNR (False Negative Rate) describes the probability of unauthorized users who are not falsely recognized over the total number tested.

The obtained results from the lip biometric system using the three feature extraction techniques, namely, HOG, LBP and inceptionv3 and two classifiers KNN and SVM are shown in Table 2, Fig. 10 for the NITRLipV1 database and Table 3, Fig. 11 for the Database1 database.

Table 2
The Obtained Results for the NITRLipV1 Database.

<table>
<thead>
<tr>
<th>Feature Extraction Technique</th>
<th>KNN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG</td>
<td>91.33%</td>
<td>95.20%</td>
</tr>
<tr>
<td>LBP</td>
<td>91.76%</td>
<td>94.91%</td>
</tr>
<tr>
<td>Inceptionv3</td>
<td>92.42%</td>
<td>97.26 %</td>
</tr>
</tbody>
</table>

Figure 10: Recognition Accuracy Rates for the NITRLipV1 Database.

From the results reported in Table2, Table3, Fig. 10 and Fig. 11, we can make the following observations:

1. The accuracy rates provided with the SVM classifier always exceed the results given by the KNN classifier, which clearly proves the powerful of SVM.
Table 3
The Obtained Results for the Database1 Database.

<table>
<thead>
<tr>
<th>Feature Extraction Technique</th>
<th>KNN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG</td>
<td>87.85%</td>
<td>89.14%</td>
</tr>
<tr>
<td>LBP</td>
<td>87.96%</td>
<td>88.78%</td>
</tr>
<tr>
<td>Inceptionv3</td>
<td>88.31%</td>
<td>90.68%</td>
</tr>
</tbody>
</table>

Figure 11: Recognition Accuracy Rates for the Database1 Database.

2. The pretrained Inceptionv3 CNN model appears to be a great tool for feature extraction, where the highest accuracy rate that is 97.26 % is obtained by SVM classifier for the NITRLipV1 Database.

3. These results show that lips may be effective biometric modality for identification system.

We are also conducting additional experiments. We use different sizes of training sets to study how the amount of training data affects the accuracy of the test data sets. We randomly choose 20%, 30%, 40%, 50%, 60%, 70%, 80% and 90% images for training. The results are shown in Fig. 12 and Fig.13.

As shown in Fig. 12 and Fig. 13, the accuracy of all test sets increases as the size of the training set increases and always the results obtained with inceptionv3 are better than HOG and LBP.

5. Conclusion and future works

In this paper, we have study the efficiency of lips as biometric modality for identification systems using three different techniques for feature extraction, namely, histogram of oriented (HOG), local binary pattern (LBP) and inceptionv3 pre-trained Deep-CNN.

In the recognition step, these feature vectors are used as input data for a K-nearest neighbor (K-nn) or Support Vector Machine (SVM) classifier. From the obtained results, we can conclude that lip based biometric system offers a promising accuracy rate.
Figure 12: Accuracy Rate for Different Sizes of Training Set for the NITRLipV1 Database using SVM Classifier.

Figure 13: Accuracy Rate for Different Sizes of Training Set for the Database1 Database using SVM Classifier.

This motivates us to investigate in further researches in this field. In future studies, we aim to expand this research with other lip features and to evaluate the performance of the proposed method using other databases. Also, it is very interesting to implement it in a multimodal biometric system to improve performance of other biometrics.
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