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Abstract. The problem of collective decision-making by a group of experts is a crucial 

one in the theory and practice of decision-making. To obtain a high-quality collective 

estimation of an object or process, individual expert opinions should be coordinated. In 

this article, we use the absolute error of estimation (deviation of individual expert 

estimates from their arithmetic mean) and the relative error (absolute error divided by the 

arithmetic mean of estimates) as indicators of individual estimates consistency within a 

collective decision. We consider errors as random variables that fall under the normal 

probability distribution law. For the selected indicators, their variances, probability 

distribution densities, and confidence intervals (for averages and variances) are obtained. 

The preference criterion of methods for constructing confidence intervals is obtained for 

variances based on the number of experiments. An algorithm is given for finding the 

required number of experiments when the variance of estimation errors is not specified. 

A method is developed for obtaining the distribution density of the relative estimation 

error, its average value, the spread, and the probability of falling within a certain range 

of values, with a given degree of accuracy. We consider the determination of the required 

number of experiments (the number of questions or test tasks) for obtaining reasonable 

estimates by students based on the test results, as the practical implementation of the 

proposed methods of expert estimation. 

Keywords: Sampling, Estimation Error, Confidence Interval. 

1 Introduction 

The expert estimation method is used to solve difficult to formalize problems for which 

classical optimization methods cannot be applied. To choose the best solution, in this 

case, the methods of voting (simple, weighted) and detachment of committees and co-

alitions are used. In the case of collective estimation, the task of coordinating the indi-

vidual opinions of experts emerges. For random estimates, the minimum sum of the 

coefficients of variation or the minimum sum of centered estimates (we call it the esti-

mation error) may be used as an indicator of decision consistency. Not only specialists 

in a certain field of knowledge may be considered experts, but testing systems, intelli-

gent agents, algorithms, diagnostic systems, measuring instruments, and neural net-

works as well. The use of expert estimates in the case of distance learning is of special 
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interest. Testing of each trainee may be considered a collective estimation of their 

knowledge concerning different domains (topics, sections, lectures, practical training, 

and laboratory classes) of a certain discipline. In this case, the collective body of experts 

represents the questions and tasks of a test that are considered experiments. 

The reference literature pays much attention to the methods for determining the op-

timal combination of the confidence interval and the confidence probability [4, 12], the 

use of Chebyshev inequality for making the confidence intervals of expert estimates 

[5], making the robust (stable and independent of the type of distribution law) estimates 

[9], and the determination of the degree of various factors influence upon the result 

based on expert estimation [7]. A recent trend is the use of artificial intelligence meth-

ods in expert estimation: the methods of subjective probabilities [8] and fuzzy intervals 

[10]. The expert estimation models are used to determine the quality of the education 

process [11]. 

The objective of the article is to develop mathematical models for consistent expert 

estimates and estimates of collective decision quality. 

2 Setting the Task of Expert Estimation  

Let us assume that n independent experts estimate some object A. Let  ,ix i i n   

denote the estimate given by the ith expert and let 
1

1 n

i

i

x x
n 

   denote the average esti-

mate given by all experts. Data on the expertise conducted by those n experts may be 

considered as the results of n experiments. All possible estimates of object A form a 

general population of values for some random variable X. 

Before experimenting, we will consider the sample units 
1 2, ,..., nX X X  to be pair-

wise independent random variables that have the same distribution law as X has. Let us 

assume that X has a normal distribution, 
xm  and 

x  is its mathematical expectation and 

mean square deviation, accordingly. The variable x  is random, since it is determined 

by the sample [1], has a normal distribution (as the sum of normally distributed varia-

bles), and also 
2

, x

xM x m D x
n


    
   

. 

Let us assume that x is an arbitrary value of a random variable X. Then the variable 

y x x   characterizes the degree of consistency of the experts' opinions. This variable 

will be called an absolute error of estimation. 

We assume that the interval  min max,x x  (here, 
minx  and 

maxx  are correspondingly 

the minimum and maximum values of the random variable X) coincides with the inter-

val    1 2, 3 , 3x x x xu u m m     and 3 0x xm   . If the first interval is less than the 

second one, we stretch it by the appropriate number of times, moving to the new 
minx  

and 
maxx .  

Now the distribution density of the random variable Y may be found. 
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3 The absolute error of estimation 

Consider a random variable Y X x  . Using the composition of two normally distrib-

uted random variables, we may obtain the distribution law Y. When subtracting random 

variables, their mathematical expectations are subtracted, and the variance is calculated 

using the formula: 

   
 

 

1
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1

1
, если ,..., ,

2
1
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x n

X x

x n

n
D x x x

n
D Y D X x D X D x K

n
D x x x

n




              


 

The distribution density of the random variable Y is equal to: 
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.        (1) 

Note that 1n n   with an accuracy of 3.3 % if 
0 40n n  . 

In this formula, 0ym   and 99.73 % of Y values fall within the interval  1 2,u u . 

It is inconvenient to make calculations using the formula (1) because 2

x  is un-

known. Consider replacing 2

x  with  
2

2

1

1

1

n

x i

i

S x x
n 

 

 . With such a replacement, 

there will be a calculation error.  

Let us find the number n, at which the indicated replacement will take place with 

the specified accuracy   and probability  . The problem is reduced to constructing a 

confidence interval for the variance. 

Without violating generality, we compare two methods (described in [1] and [5]) 

for constructing a confidence interval for the variance. 

[1] discusses the approximate method for constructing a confidence interval for the 

variance 2

x  when the number of observations 30n  . It is the interval 

   2 2 2 22 2
, ,

1 1
x x x xS t S S t S

n n
    

 
         

 where   is the accuracy of 

the estimate and t  is the argument of the Laplace function for the confidence proba-

bility β. This suggests 

 
2

2 2

2

2
1.

xt S
n

 




                                                        (2) 

[3] discusses the method for constructing a confidence interval for the variance when 

30n  . The confidence interval looks as follows: 
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In this case, 
2 4

2 4

2

8
4 0,52 1.

xt S
n t t



 


                                            (3) 

We obtain a sufficient condition for the second method to prevail over the first one 

relative to the number of experts. 

Let us assume that 2

1 xS  , i.e. 
1  is the fraction of   in 2

xS . Then (2) and (3) 

will correspondingly look as follows: 
2 2 2 2

1 1

2

1

2 4 2
1,

t t t
n

   



 
   

2 2 2 4 2

1 1

2

1

8 4 0,52
1.

t t t
n

   



  
   

Now we find the difference   between the right-hand members of the latter inequalities 

(subtracting the first one from the second one). The result is: 
2 4 2 2 2

1 1

2

1

6 0,52 2t t t   



  
  . 

Hence it is not difficult to demonstrate that 0   if and only if the following inequality 

is correct:  
2

1 111 4 6 0.     

Maximum value 
2 25t  . Then 0   if and only if  

1 0,579.   

This means that 2 2 20,775x x xS S  . 

Thus, if 2 2 20,579x x xS S   then the number of experts, according to the second 

method, will be less than those under the first method. 

This is a criterion for the second method prevailing over the first one in terms of the 

number of experts. 

We will use the first method. 

We assume that 
2 2

2 2x xS S      and 2 20 1    , then the condition (2) is con-

verted into the following: 

2 2

2

1 2

2

2 (1 )
1.

t
n n

 



 
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 
 

                                             (4) 
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So, for 
2 20,1; 0,15; 0,09        we find: 292n  . 

When calculating the relative error of 2

x  replacement by 2

xS  we have:  

2 2 2

21 2

2 2 2 2

21 2

.
1

x x x

x x x x

S S

S S S

  

  

 
  

 
 

Thus, 
2 2

2

2

2

.
1

x x

x

S 







                                        (5) 

Inequality (5) is good under 
1n n  probability 1  . 

Here is an algorithm for finding n when 
xS  is not specified; iterations are made to 

determine the value 
xS  so that the inequality (2) is valid. Let us assume that 

 2 0 1max ,n n n . 

Steps of the algorithm (we will call it Algorithm 1). 

1. Given: β, ε, 
2n , 

maxn  is the maximum possible number of experts in this situation.  

2. Find the right member of the inequality (2) when  
2

2

1

1

1

n

x i

i

S x x
n 

 

  and 

1

1 n

i

i

x x
n 

  . For this purpose, estimates of 
2n  independent experts are considered. 

3. If the right member of (2) obtained in step 2 is not less than n2 and not more than 

maxn , we get an estimate for the number of experts n so that the inequality: 
2 maxn n n   

is valid. Go to the End. 

4. If the right member of (2) is less than n2, then we assume 
2 2 1n n  . At that, if 

2 maxn n , move to step 2. 

5. Otherwise, it is necessary to decrease the value   or increase the value β. 

If  2 0 1max ,n n n n  the formula (1) is converted to the formula 

   
 

2

22

1 1

1

2

x

x x

S

x

f y f x x e
S




  


,                             (6) 

since for these values of n 2 2

x xS   with probability 1   and with accuracy  . 

It may be demonstrated that the relative error of formula (5) does not exceed 

 

2

2

3

2

1 ( )
1 .

2 1 1x x

x x

n




  


   

  
                                 (7) 

with probability  . 

4 The Relative Error of Estimation 

When estimating the errors made by experts, an important role is assigned to the relative 
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error of estimation; such an error may be defined either as 
x x

x



  or by 1

x x

x



  

(the case 
x x

x


 is symmetric to 

1 ).  

Let us assume that 
x x

x



  is a relative error. If 1

x x

x


 , then the estimate x 

is not consistent with x ; if 1
x x

x


 , then x is consistent with x  and the better the 

smaller the relative error is.  

If   is no more than 3 %, then the estimate x has increased accuracy; if   falls 

within the range from 3 % to 10 %, then this is the usual accuracy;   from 10 % to 

20 % results in an approximate estimate [2]. 

Consider 1

x х

х



  as a relative error. This is the value of a random variable ∆1, 

represented by the ratio of variables Y X х   and 
1

1 n

i

i

х х
n 

  , which have a normal 

distribution, moreover,   0M Y  , ,xM х m  
 

 if 
2n n  with probability 1   and 

with accuracy 
2

.xS
D х

n n


  
 

  

One may replace an unknown value 
xm  with an exact estimate x  that meets the 

condition: 

, 1 , 1

x x

n x n

S S
x t m x t

n n
      ,                      (8) 

where 
, 1nt 

 is the argument of the Student function  ,t k , which is such that 

 , 1, 1 1nt n        and  

2

2 2

, 1

3 2 2

4

max ,
x nS t

n n n





  

   
  

.                              (9) 

The relative error of estimate 
xm : 

4 4

6

4

x

x x

x m

m m x

 





  


, 

where 
4 5x    and 

50 1  , i.e. 

5 5

6

5 51

x

x x

 


 
 

 
.                                  (10) 

[6] proved that   has a normal distribution if 
3n n  and  2 2

2 2 5max , ,x xS S x       
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while  
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,                                         (11) 

where  

 

2

3

1 1 x

x x

S
c

m nm
   .                                        (12) 

Then  

 1

x

d
P d d Ф

S c


 
     

 
.                                         (13) 

So, formulas (11) to (13) give a fairly accurate value of the distribution density of the 

relative estimation error, its average value, the spread, and the probability of falling 

within the range  ,d d .  

Here is the algorithm for solving these problems. 

1. First, Algorithm 1 is applied. If it ends with Go to the End, move to step 2. 

2. n3 is calculated. 

3. If n2 is equal to n3, then 
2n n . Move to 4. 

Otherwise, we assume 
2 2 1n n   and move to step 2 of Algorithm 1. 

4. Calculation of the spread of the relative estimation error. 

4.1. First, we calculate “c” using the formula (12). 

4.2. Use the right member of (12) for 
1n n . 

5. Calculation of probability of the relative error falling within the interval  ,d d  

where d  is specified. 

5.1. “c” is calculated using the formula (12). 

5.2. The value of the Laplace function at a point 
x

d

S c
 is calculated. 

5 Practical Implementation 

When we tested students in the probability theory and mathematical statistics at the 

Tver State Agriculture Academy, the maximum score was 10 points, taking into ac-

count the complexity of the test. We used prompts (no more than 5); each of the prompts 

reduces the score by 0.7 k points, where k is the number of useful prompts. The maxi-

mum number of prompts, which is equal to 5, was determined based on these trial tests 

that allowed consulting. The decrease in the score occurs in arithmetic progression. The 

parameter 0.7 is selected from the condition of the maximum “penalty” for a prompt 

because in this case the score is reduced for five prompts to the maximum level. If the 

answer to this task is incorrect, two approaches are possible. The first (standard) ap-

proach: a score of 0 points is graded for the task regardless of the number of prompts 
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the student used. The second approach is to use estimates of ontologies, various frag-

ments of this task, and methods of fuzzy control in an adequate system for estimating 

the quality of teaching. 

When selecting the volume of n=300 test tasks, on average, the group of students 

got: 25,1; 3,06xx S   and 𝑛 ≥ 292 if 0,27  .  

When statistical data were approximated by the normal distribution law, the signif-

icance level was 0.1. 

Note that the results of this article are valid for traditional testing without prompts 

as well. At the same time, well-defined prompts greatly contribute to the use of the test 

not only for monitoring but also for training, i.e. they increase the teaching potential of 

test tasks. 

6 Conclusion 

Creating reliable and high-quality methods of making collective decisions by experts is 

a significant top-of-the-agenda topic of modern research in the field of complex systems 

modeling. This issue is crucial for remote testing of learners.  

The developed method enables to obtain quantitative estimates of the required num-

ber of experts to make a joint decision of a given quality. 

This method may be used not only for testing learners, but also in diagnostic sys-

tems, product quality control, and other areas as well. 
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