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Abstract  
Multiple object tracking (MOT) is a challenging task in computer vision. Many algorithms 

have been proposed to track multiple targets for video surveillance, team-sport analysis, or 

human–computer interaction. Recent studies have already indicated that multiple object 

tracking could provide valuable information in team sports analysis. Therefore, in this paper, 

we investigate object tracking techniques for paralympic team sport – goalball. Different 

tracking methods have been implemented and compared, evaluating prediction accuracy and 

performance speed in players and the ball tracking. 
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1 Introduction 

As computer computing capabilities increase, image processing technologies are becoming 

increasingly important. Image processing involves many processes, but the main goal is to detect 

objects and identify their movement's nature. Object recognition and tracking of its dynamics serve in 

many areas of life, such as robotics [1], smart cities [2], [3], medicine [4], [5], or human-computer 

interface [6]. Besides those already mentioned herein, we would like to address further how better to 

integrate computer vision technologies into paralympic sports applications. Recently, there has been a 

growing interest in developing intelligent systems for detecting and tracking player's movements to 

analyse sports players' performance during games or training sessions and improve their performance. 

The information derived from such analysis is valuable to sports experts and coaches since it allows 

them to understand major mistakes better, identify trainees' weaknesses, and modify training and 

strategic plans accordingly. Although the number of sports innovations has been increasing and 

technological solutions are being implemented even by archaic sports, for example, video assistant 

referee (VAR) system in football, sports for the disabled remain a side-line - for instance, goalball one 

of the most popular sports among the blind. In order to raise or at least maintain the competition in this 

sport, it is necessary to implement novel technological solutions in the process of training and 

tournaments. Artificial intelligent based technologies should be integrated in order to acquire 

multidimensional information. According to the experts, the essential task is to monitor the ball's and 

players' movements. However, tracking ball and players over a large playing area is a challenging 

problem for several reasons. First, the players move quickly and have large variations in their 

silhouettes. Goalball is a team sport; therefore, multiple player tracking must be performed, but it may 

be complicated when players are spatially close together. Second, the dynamic nature of ball 

appearance, movement, and continuously changing background make the detection and tracking 

processes even more challenging [7]. Besides, the ball size is relatively small compared to other objects 

in a frame, and it can be overlapped or covered by other objects. This work aims to integrate image 

processing techniques into goalball game video analysis for real-time detection and tracking of multi-

players and the ball.  Different tracking methods have been implemented and compared in terms of 

detection precision and speed. 
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2 Overview 

Some object tracking strategies have been implemented, but the best solution has not yet been found. 

Next, we examine the existing object tracking techniques and object tracking solutions in sports. 

2.1 Related works 

SAP develops solutions for video-based sports analytics. For the football world championship 2014 

in Brazil, SAP with German Football Association successfully developed Match Insights analytical 

solution. It was decided to integrate it with Panasonic video and tracking software [8] to improve the 

solution. 

VisualiZation in real-time (Vizrt) provides content creation, control, and delivery tools for the digital 

media business. The company's products include software for designing real-time 3D graphics and 

maps, envisioning sports analyses, controlling media assets, and obtaining single workflow solutions 

for the digital broadcast trade [9], [10]. 

PITCHf/x data set is a free source granted by Major League Baseball Advanced Media (MLBAM) 

and Sportvision. Brooks Baseball [11] performs methodical innovations to this data to increase its worth 

and usability. They manually analyze the Pitch Info by using many parameters of each pitch's trajectory 

and approve the parameters against some other sources such as video proof and direct interaction with 

on-field personnel (e.g., pitching coaches, catchers, and the pitchers themselves). The trajectory data's 

default values are somewhat altered to align them more nearly with the actual values. 

Sportradar [11], a Swiss corporation, concentrates on accumulating and examining data related to 

sports results by cooperating with bookmakers, widespread football associations, and global football 

associations. Their performing projects include collecting, processing, monitoring, and selling sports 

data, appearing in a different collection of sports-related live data and digital content. 

2.2 Multiple object tracking based on single object tracking 

 Multiple object tracking (MOT) is one of the most challenging tasks in computer vision. A reliable 

and universal solution to this problem is not yet known - often, several objects are tracked using a single 

object tracking (SOT) method. With this tracking method, each object is tracked separately and 

independently of the other objects. The article [12] proposed a powerful real-time tracking method 

Boosting, that considers the tracking problem as a binary classification problem between object and 

background. Most existing approaches build a representation of the targeted object before the tracking 

function begins and therefore utilize an established representation to handle appearance adjustments 

during tracking. However, this method does both - adjusting to the variations in appearance during 

tracking and selecting suitable features that can learn any object and discriminate it from the 

surrounding background. In Discriminative Correlation Filter with Channel and Spatial Reliability 

(CSR-DCF), the reliability map adapts the filter support to the object suitable for tracking, overcoming 

both the circular shift problems and enabling an arbitrary search range and the rectangular shape 

assumption's limitations [13]. The CSR-DCF has the highest performance on standard benchmarks – 

OTB100, VOT2015, and VOT2016 while running in real-time on a single CPU. Despite using basic 

features like histogram of oriented gradient (HOG) and Colornames, the CSR-DCF performs parallel 

with trackers that apply computationally complex deep Convolutional Networks but is noticeably faster. 

In [14], originators demonstrated that it is possible to analytically model natural image translations, 

showing that the resulting info and kernel matrices become circulant under some conditions. The DFT's 

diagonalization presents a general blueprint called Kernelized Correlation Filter (KCF) for creating fast 

algorithms that deal with translations. This blueprint has been applied to linear and kernel ridge 

regression, obtaining the highest development trackers that work at hundreds of FPS and can be 

implemented with a few code lines. The visual tracking problem, which is traditionally solved using 

heavyweight classifiers, complex appearance models, and stochastic search methods, can be replaced 

by effective and more straightforward Minimum Output Sum of Squared Error (MOSSE) correlation 

filters [15]. However, there are several ways how this tracker can be improved. For example, if the 
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target's appearance is relatively steady, drifting could be eased by occasionally recentring the filter 

based on the initial frame. Also, the tracker can be extended to estimate scale and rotation changes by 

filtering the tracking window's log-polar transform after an update. In paper [7], authors studied the 

problem of tracking an object in a video stream, where the object changes appearance frequently moving 

in and out of the camera view. They designed a new Tracking, Learning, and Detection (TDL) 

framework. Many challenges have to be addressed to get a more trustworthy and general system based 

on TLD. For example, TLD does not perform well in the case of full out-of-plane rotation. In that case, 

the Median-Flow tracker drifts away from the target and can be re-initialized if the object comes back 

with an appearance seen/learned before. The current implementation of TLD trains only the detector, 

and the tracker stays fixed. As a result, the tracker always makes identical errors, and currently, it tracks 

a single object. Multi-target tracking opens engrossing questions about how to train the models and 

share features to scale jointly. 

2.3 Multiple object tracking based on object detection and position 
forecasting 

We can also rely on recognition-based solutions to solve the problem of tracking multiple moving 

objects. These algorithms' idea is to detect the tracked objects in each analyzed frame and classify them 

into sets of moving objects. This problem is usually framed as a data linking task, but several obstacles 

can lead to poor tracking accuracy. To identify tracked objects in a frame can be applied various neural 

network-based or non-neural network-based algorithms.  Such classical methods as the Viola-Jones 

algorithm work in real-time by analyzing the image's pixels [16].  Although the algorithm is quite 

primitive, it has pretty high accuracy and real-time speed. This algorithm can be taught to detect classes 

of different objects (applied to different subtasks such as pedestrian and car), but due to the algorithm's 

favourable properties, this algorithm is usually applied in face recognition. [18] The object detection 

process can be established using HOG [14], scale-invariant feature transformation [16], Haar cascade 

classifiers [16], etc. These algorithms are used to determine low-level feature information. More 

complex tasks usually require obtaining higher-level information, and that is possible using deep 

learning techniques. A convolutional neural network (CNN) a class of deep neural networks, most 

commonly applied for image recognition tasks [16]. You Only Look Once (YOLO) is a deep learning 

algorithm for object detection, which is most fast and accurate than most other algorithms [16]. By 

dividing the input image into areas and predicting the boundary box's coordinates and the class's 

probability for each region, it converts object detection problems into regression issues to achieve end-

to-end detection. YOLO can work well for multiple objects where each object is associated with one 

grid cell. However, in the case of overlap, in which one grid cell contains two different objects' centre 

points, we can use anchor boxes to allow one grid cell to detect multiple objects. The common challenge 

complicates the multiple objects tracking and detrimental to the result – frequent occlusions, similar 

appearance, interactions between multiple tracked objects, the unstable appearance of the object in the 

video, etc. 
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3 Proposal 

In the following part of the article, we will provide proposals for multiple object tracking. The 

presented algorithms are designed to solve the players tracking problem in targeted video. 

3.1 MOT using SOT 

Firstly, multiple object tracking (MOT) is developed by employing independent single object 

trackers (SOT). MOT model has a list of tracked objects, and each of objects has its tracker, id, 

and rectangle object, which stores the metrics of the tracked object: x and y coordinates, height and 

width of the region of interest (ROI) (see Figure 1). 

 

 
Figure 1: SOT based MOT model 

 

The process of object tracking using Unified Modeling Language (UML) notation is provided in 

Figure 2. First, a video file is selected, and MOT initialization is performed. After the initialization of 

the model, the objects to be tracked are marked. This process is performed manually. Finally, it is 

possible to start processing video frames, where each frame is used to update the MOT model. 
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Figure 2: SOT based MOT 

process 

 
Figure 3: Update MOT process 

 

 
Figure 4: Update tracking object 

process 
 

During the MOT model update (see Figure 3), the frame is used to update each tracked object. 

Because objects are tracked entirely independently, this process can be parallelized. After updating 

tracked objects, MOT removes from the list those objects that have not been successfully updated for a 

certain period of time - it is assumed that the object has been lost. During the tracked object update 

process (see Figure 4), the object tracker is updated. If this operation is performed successfully, then 

the rectangle object is updated, and the failure counter is restored; otherwise, the fail counter increased. 

3.2 MOT using CNN object detection 

An alternative way to track multiple moving objects is to use constant object detection and detected 

object classification. To solve this problem, a method of object recognition that provides the highest 

possible accuracy, as well as a method of classifying objects according to the previous coordinates of 

the presence of each moving object, is required. Convolutional Neural Network (CNN) allows forming 

a multi-layered model, which can provide an advantage in analyzing more than one feature without 

compromising speed. For CNN model training, 117 different shots of a goalball match have been used. 

All the training data has been marked with the bounding box  required for prediction (see Figure 5). 

 

 
Figure 5: Preparing a frame for training 
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To evaluate the performance of the CNN model, three accuracy characteristics have been used: 

precision, recall, and the mean average precision (mAP): 

The trained model can be exported and applied locally. Depending on the technology used, the model 

format can also be selected in different ways. The Open Neural Network Exchange (ONNX) format 

model is used for this study. ONNX provides definitions of an extensible computation graph model, 

built-in operators, and standard data types focused on inferencing (evaluation). The model was 

constructed using eight layers with the input image in BGR format. Trained CNN model provides 

composed of bounding boxes, class labels, and confidence levels (see Figure 6). Each player is detected 

multiple times with a different probability. To remove unwanted redundancies, a filter is used that 

leaves only the bounding box satisfying the marginal probability. Recognition of players is not enough 

to track them. There is a classification problem in how to assign a bounding box to a particular player. 

 

 
Figure 6: CNN predictions results 

 

At the beginning of the analysis, the players being followed are marked. Having the start coordinate 

of each player, we can go through all the CNN results and assign each player the best bounding box. 

This step is repeated for each iteration of the refinement. Once the player was not detected using CNN 

(it usually appears when the player intersects), we keep the old coordinate and move to the next frame.  

4 Experiment 

The experiment was done using five different single object tracking methods: Boosting, CSR-DCF, 

KCF, MOSSE, TLD, and one multiple object tracking using CNN object detection. For testing, it was 

used three different goalball videos up to 1 minute long each. The experiment goal is to track six 

different players on the playfield marked from 1 to 6 (see Figure 7). 

 

 
Figure 7: Tracked objects labels 
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The two most essential parameters in the evaluation of algorithms are: 

• How accurately the player is tracked; 

• How quickly the video is analyzed. 

To evaluate player tracking accuracy, the number of frames in which a player was detected and 

tracked was processed. Because videos of specific durations and frames per second ratio were used for 

testing, we can evaluate each player's accuracy being tracked. However, not all algorithms can 

determine whether a player's position has been adjusted or not, so this metric is only valid for specific 

algorithms.  

We have analyzed results of the KCF algorithm at the tracking in more details (see Figure 8). The 

algorithm provides the best tracking results for the third and the sixth players (in some cases, the first). 

The best results were obtained using the “Male BRA vs. SWE” video stream: the total accuracy of all 

tracked players is 89%. From the results, it cannot be said that the algorithm gives a stable and similar 

result under all conditions because it depends on many factors: the noise in the video material, 

bystanders, the exchange of players, the angle of the frames. It can be justified comparing the “Male 

BRA vs. SWE” and “Male LTU vs. USA” videos where a clear difference is visible. Using the same 

algorithm, total accuracy dropped from 89% to 81%. Supervising the algorithm revealed that players 

overlap more often in the less accurate video than in the greater accuracy provided one. Also, the tracked 

player is more often abandoned when making very sudden movements. 

 

 
Figure 8: KFC algorithm results with different video streams 

 

Another critical factor in the evaluation of algorithms is speed. Each algorithm is based on a different 

computational strategy, in which the speed may depend on different factors. After performing an 

experiment with each tracking algorithm and analyzing three videos for testing (see Figure 9), it was 

noticed that the MOSSE algorithm copes with the task even several times faster than the other 

algorithms. The slowest algorithm that the experiment was done is TLD. 
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Figure 9: Algorithms performance 

 

Another experiment - to use CNN for object detection and tracking. The model was trained using 

Microsoft Azure Custom Vision Service. The training process was performed using 117 different shots 

from the goalball game videos. In each frame, the players on the playing field and the ball were marked. 

The obtained results after training the convolutional neural network are provided in the Table 1. 

 

Table 1 
Model training results 

Parameter Value Explanation 

Over all precision of tags 96.9% It measures how many of the predictions that the model 
made were actually correct 

Over all recall of tags 82.4% It measures how well the model can find all the positive 
predicted boxes 

Over all Mean Average 
Precision (mAP) 

66.8% It is calculated by taking the mean average precision over all 
classes and overall IoU thresholds, depending on different 

detection challenges that exists 

 

From the results, we can conclude that the model quite accurately predicted the players in the frames. 

Of these guesses, an average of 82% is accurate bounding boxes belonging to the hypothesized object. 

When it comes to recognizing the ball in the frame, the model performs worse. While the average is 

89% of the shots, the ball is guessed; only an average of 39% is guessed in the proper right place. This 

may be because the ball is relatively small in the frame, and it is partially blocked by the players and 

sometimes merges with the background. 

Additional experiments have been carried out to evaluate how the model performs in real test cases 

using video stream. The main task of the tracking algorithm is to solve the predicted bounding box 

classification. The prediction was made using CNN, and bounding box classification was performed 

using an algorithm that depends on previously detected player coordinates. The same data set, including 

three video streams, has been used in the experiment. Tracker provides quite a stable accuracy for each 

video stream (see Table 2). 

 

Table 2 
CNN based object tracking average results with different video streams 

Video Average 
accuracy 

Paralympic Games 2016 Goalball Male LTU vs USA 88.12% 
Paralympic Games 2016 Goalball Male BRA vs SWE 89.96% 

Paralympic Games 2016 Goalball Female USA vs BRA 90.26% 
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Since the result determines in which part of the frame each player was detected and classified (see 

Figure 10), it is difficult to evaluate whether the classifier classifies the players with their belonging 

bounding boxes. The accuracy of the analysis can only be confirmed by the person supervising the 

analysis. 

 

 
Figure 10: CNN based player tracking results with different video streams 

5 Conclusions 

In this paper, the research of object tracking techniques used for real-time goalball video analysis 

has been performed. Our proposal's novelty is that we have adapted single object tracking algorithms 

to solve multiple object tracking task. We also applied multiple object tracking models to the analysis 

of sports video material. We carried out different experiments to evaluate two multiple objects tracking 

task approaches: by employing a single object tracker (including Boosting, CSR-DCF, KCF, MOSSE, 

TLD); and CNN for multiple object tracking. For the first approach, we evaluate the method's 

performance in terms of the number of frames and speed. Experiments have shown that only the KCF 

algorithm can determine the adjustments of a player's position. MOSSE algorithm outperforms other 

algorithms in terms of speed and is three times faster than KCF and 9,8 times faster than TLD. CNN 

results are promising for players' position prediction, and accuracy varies from 88.12% to 90,26%; the 

accuracy was measured by calculating the total number of frames where each player was predicted and 

classified. However, CNN has shown poor performance for ball predictions providing 39% average 

accuracy of ball position. An interesting direction for further research would be to combine neural 

networks-based object detection and single object tracking in order to get better tracking results.   
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